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Abstract
Collaborative text editing algorithms allow several users to
concurrently modify a text file, and automatically merge
concurrent edits into a consistent state. Existing algorithms
fall in two categories: Operational Transformation (OT) al-
gorithms are slow to merge files that have diverged sub-
stantially due to offline editing; CRDTs are slow to load and
consume a lot of memory. We introduce Eg-walker, a col-
laboration algorithm for text that avoids these weaknesses.
Compared to existing CRDTs, it consumes an order of mag-
nitude less memory in the steady state, and loading a doc-
ument from disk is orders of magnitude faster. Compared
to OT, merging long-running branches is orders of magni-
tude faster. In the worst case, the merging performance of
Eg-walker is comparable with existing CRDT algorithms.
Eg-walker can be used everywhere CRDTs are used, includ-
ing peer-to-peer systems without a central server. By offer-
ing performance that is competitive with centralised algo-
rithms, our result paves the way towards the widespread
adoption of peer-to-peer collaboration software.

1 Introduction
Real-time collaboration has become an essential feature for
many types of software, including document editors such
as Google Docs, Microsoft Word, or Overleaf, and graphics
software such as Figma. In such software, each user’s de-
vice locally maintains a copy of the shared file (e.g. in a tab
of their web browser). A user’s edits are immediately ap-
plied to their own local copy, without waiting for a network
round-trip, so that the user interface is responsive regard-
less of network latency. Different users may therefore make
edits concurrently, and the software must merge such con-
current edits in a way that preserves the users’ intentions,
and ensure that all devices converge to the same state.

For example, in Figure 1, two users initially have the same
document “Helo”. User 1 inserts a second letter “l” at index
3, while concurrently user 2 inserts an exclamation mark at
index 4. When user 2 receives the operation 𝐼𝑛𝑠𝑒𝑟𝑡(3, "𝑙")
it can apply it to obtain “Hello!”, but when user 1 receives
𝐼𝑛𝑠𝑒𝑟𝑡(4, "!") it cannot apply that operation as-is, since that
would result in the state “Hell!o”, which would be inconsis-
tent with the other user’s state and the intended insertion
position. Due to the concurrent insertion at an earlier index,
user 1 must insert the exclamation mark at index 5.

One way of solving this problem is to use Operational
Transformation (OT): when user 1 receives 𝐼𝑛𝑠𝑒𝑟𝑡(4, "!")
that operation is transformed with regard to the concurrent

User 1: User 2:
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Hello!

Helo

Helo!

Hello!

𝐼𝑛𝑠𝑒𝑟𝑡(3, "𝑙") 𝐼𝑛𝑠𝑒𝑟𝑡(4, "!")

𝐼𝑛𝑠𝑒𝑟𝑡(5, "!") 𝐼𝑛𝑠𝑒𝑟𝑡(3, "𝑙")

Figure 1. Two concurrent insertions into a text document.

insertion at index 3, which increments the index at which
the exclamation mark is inserted. OT is an old and widely-
used technique: it was introduced in 1989 [17], and the OT
algorithm Jupiter [40] forms the basis of real-time collabo-
ration in Google Docs [16].

OT is simple and fast in the case of Figure 1, where each
user performed only one operation since the last version
they had in common. In general, if the users each performed
𝑛 operations since their last common version, merging their
states using OT has a cost of at least 𝑂(𝑛2), since each of
one user’s operations must be transformed with respect to
all of the other user’s operations. Some OT algorithms have
a merge complexity that is cubic or even slower [37,47,52].
This is acceptable for online collaboration where 𝑛 is typ-
ically small, but if users may edit a document offline or if
the software supports explicit branching and merging work-
flows [38], an algorithm with complexity 𝑂(𝑛2) can become
impracticably slow. In Section 4 we show a real-life example
document that takes one hour to merge using OT.

Conflict-free Replicated Data Types (CRDTs) have been
proposed as an alternative to OT. The first CRDT for col-
laborative text editing appeared in 2006 [43], and over a
dozen text CRDTs have been published since [31]. These al-
gorithms work by giving each character a unique identifier,
and using those IDs instead of integer indexes to identify the
position of insertions and deletions. This avoids having to
transform operations, since IDs are not affected by concur-
rent operations. Unfortunately, these IDs need to be held in
memory while a document is being edited. Even with care-
ful optimisation, this metadata uses more than 10 times as
much memory as the document text, and makes documents
much slower to load from disk. Some CRDT algorithms also
need to retain IDs of deleted characters (tombstones).

In this paper we propose Event Graph Walker (Eg-walker),
a collaborative editing algorithm that has the strengths of
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both OT and CRDTs but not their weaknesses. Like OT, Eg-
walker uses integer indexes to identify insertion and dele-
tion positions, and transforms those indexes to merge con-
current operations. When two users concurrently perform
𝑛 operations each, Eg-walker can merge them at a cost of
𝑂(𝑛 log 𝑛), much faster than OT’s cost of 𝑂(𝑛2) or worse.

Eg-walker merges concurrent edits using a CRDT algo-
rithm we designed. Unlike existing algorithms, we invoke
the CRDT only to perform merges of concurrent operations,
and we discard its state as soon as the merge is complete.
We never write the CRDT state to disk and never send it
over the network. While a document is being edited, we
only hold the document text in memory, but no CRDT meta-
data. Most of the time, Eg-walker therefore uses 1–2 orders
of magnitude less memory than a CRDT. During merging,
when Eg-walker temporarily uses more memory, its peak
memory use is comparable to the best known CRDT imple-
mentations.

Eg-walker assumes no central server, so it can be used
over a peer-to-peer network. Although all existing CRDTs
and a few OT algorithms can be used peer-to-peer, most of
them have poor performance compared to the centralised
OT used in production software such as Google Docs. In
contrast, Eg-walker’s performance matches or surpasses
that of centralised algorithms. It therefore paves the way
towards the widespread adoption of peer-to-peer collabo-
ration software, and perhaps overcoming the dominance of
centralised cloud software that exists in the market today.

Collaboration on plain text files is the first application for
Eg-walker. We believe that our approach can be generalised
to other file types such as rich text, spreadsheets, graphics,
presentations, CAD drawings, and more. More generally,
Eg-walker provides a framework for efficient coordination-
free distributed systems, in which nodes can always make
progress independently, but converge eventually [27].

This paper makes the following contributions:

• In Section 3 we introduce Eg-walker, a hybrid CRDT/
OT algorithm for text that is faster and has a vastly
smaller memory footprint than existing CRDTs.

• Since there is no established benchmark for collabo-
rative text editing, we are also publishing a suite of
editing traces of text files for benchmarking. They are
derived from real documents and demonstrate various
patterns of sequential and concurrent editing.

• In Section 4 we use those editing traces to evaluate
the performance of our implementation of Eg-walker,
comparing it to selected CRDTs and an OT implemen-
tation. We measure CPU time to load a document, CPU
time to merge edits from a remote replica, memory us-
age, and file size. Eg-walker improves the state of the
art by orders of magnitude in the best cases, and is
only slightly slower in the worst cases.

• We prove the correctness of Eg-walker in Appendix B.

2 Background
We consider a collaborative plain text editor whose state is
a linear sequence of characters, which may be edited by in-
serting or deleting characters at any position. Such an edit is
captured as an operation; we use the notation 𝐼𝑛𝑠𝑒𝑟𝑡(𝑖, 𝑐) to
denote an operation that inserts character 𝑐 at index 𝑖, and
𝐷𝑒𝑙𝑒𝑡𝑒(𝑖) deletes the character at index 𝑖 (indexes are zero-
based). Our implementation compresses runs of consecutive
insertions or deletions, but for simplicity we describe the
algorithm in terms of single-character operations.

2.1 System model
Each device on which a user edits a document is a replica,
and each replica stores its full editing history. When a user
makes an insertion or deletion, that operation is immedi-
ately applied to the user’s local replica, and then asynchro-
nously sent over the network to any other replicas that have
a copy of the same document. Users can also edit their local
copy while offline; the corresponding operations are then
enqueued and sent when the device is next online.

Our algorithm makes no assumptions about the underly-
ing network via which operations are replicated: any reli-
able broadcast protocol (which detects and retransmits lost
messages) is sufficient. For example, a relay server could
store and forward messages from one replica to the others,
or replicas could use a peer-to-peer gossip protocol. We
make no timing assumptions and can tolerate arbitrary net-
work delay, but we assume replicas are non-Byzantine.

A key property that the collaboration algorithm must sat-
isfy is convergence: any two replicas that have seen the same
set of operations must be in the same document state (i.e., a
text consisting of the same sequence of characters), even if
the operations arrived in a different order at each replica. If
the underlying broadcast protocol ensures that every non-
crashed replica eventually receives every operation, the al-
gorithm achieves strong eventual consistency [48].

2.2 Event graphs
We represent the editing history of a document as an event
graph: a directed acyclic graph (DAG) in which every node
is an event consisting of an operation (insert/delete a char-
acter), a unique ID, and a set of IDs of its parent nodes. When
𝑎 is a parent of 𝑏, we also say 𝑏 is a child of 𝑎, and the graph
contains an edge from 𝑎 to 𝑏. We construct events such that
the graph is transitively reduced (i.e., it contains no redun-
dant edges). When there is a directed path from 𝑎 to 𝑏 we
say that 𝑎 happened before 𝑏, and write 𝑎 → 𝑏 as per Lam-
port [36]. The → relation is a strict partial order. We say that
events 𝑎 and 𝑏 are concurrent, written 𝑎 ∥ 𝑏, if both events
are in the graph, 𝑎 ≠ 𝑏, and neither happened before the
other: 𝑎 ↛ 𝑏 ∧ 𝑏 ↛ 𝑎.

The frontier is the set of events with no children. When-
ever a user performs an operation, a new event containing
that operation is added to the graph, and the previous fron-
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tier in the replica’s local copy of the graph becomes the new
event’s parents. The new event and its parent edges are then
replicated over the network, and each replica adds them
to its copy of the graph. If any parent events are missing,
the replica waits for them to arrive before adding them to
the graph; the result is a simple causal broadcast protocol
[11,13]. Two replicas can merge their event graphs by taking
the union of their sets of events. Events in the graph are im-
mutable; they always represents the operation as originally
generated, and not as a result of any transformation.

𝑒1 : 𝐼𝑛𝑠𝑒𝑟𝑡(0, "𝐻")

𝑒2 : 𝐼𝑛𝑠𝑒𝑟𝑡(1, "𝑒")

𝑒3 : 𝐼𝑛𝑠𝑒𝑟𝑡(2, "𝑙")

𝑒4 : 𝐼𝑛𝑠𝑒𝑟𝑡(3, "𝑜")

𝑒5 : 𝐼𝑛𝑠𝑒𝑟𝑡(3, "𝑙") 𝑒6 : 𝐼𝑛𝑠𝑒𝑟𝑡(4, "!")
Figure 2. The event graph corresponding to Figure 1.

For example, Figure 2 shows the event graph correspond-
ing to Figure 1. The events 𝑒5 and 𝑒6 are concurrent, and the
frontier of this graph is the set of events {𝑒5, 𝑒6}.

The event graph for a substantial document, such as a re-
search paper, may contain hundreds of thousands of events.
It can nevertheless be stored in a very compact form by ex-
ploiting the typical editing patterns of humans writing text:
characters tend to be inserted or deleted in consecutive runs.
Many portions of a typical event graph are linear, with each
event having one parent and one child. We describe the stor-
age format in more detail in Section 3.8.

2.3 Document versions
Let 𝐺 be an event graph, represented as a set of events.
Due to convergence, any two replicas that have the same
set of events must be in the same state. Therefore, the doc-
ument state (sequence of characters) resulting from 𝐺 must
be 𝗋𝖾𝗉𝗅𝖺𝗒(𝐺), where 𝗋𝖾𝗉𝗅𝖺𝗒 is some pure (deterministic and
non-mutating) function. In principle, any pure function of
the set of events results in convergence, although a 𝗋𝖾𝗉𝗅𝖺𝗒
function that is useful for text editing must satisfy additional
criteria (see Section 3.1).

Consider the event 𝐷𝑒𝑙𝑒𝑡𝑒(𝑖), which deletes the charac-
ter at position 𝑖 in the document. In order to correctly inter-
pret this event, we need to determine which character was
at index 𝑖 at the time when the operation was generated.

More generally, let 𝑒𝑖 be some event. The document state
when 𝑒𝑖 was generated must be 𝗋𝖾𝗉𝗅𝖺𝗒(𝐺𝑖), where 𝐺𝑖 is the
set of events that were known to the generating replica at
the time when 𝑒𝑖 was generated (not including 𝑒𝑖 itself). By
definition, the parents of 𝑒𝑖 are the frontier of 𝐺𝑖, and thus
𝐺𝑖 is the set of all events that happened before 𝑒𝑖, i.e., 𝑒𝑖’s
parents and all of their ancestors. Therefore, the parents of

𝑒𝑖 unambiguously define the document state in which 𝑒𝑖
must be interpreted.

To formalise this, given an event graph (set of events) 𝐺,
we define the version of 𝐺 to be its frontier set:

𝖵𝖾𝗋𝗌𝗂𝗈𝗇(𝐺) = {𝑒1 ∈ 𝐺 | ∄𝑒2 ∈ 𝐺 : 𝑒1 → 𝑒2}

Given some version 𝑉 , the corresponding set of events can
be reconstructed as follows:

𝖤𝗏𝖾𝗇𝗍𝗌(𝑉 ) = 𝑉 ∪ {𝑒1 | ∃𝑒2 ∈ 𝑉 : 𝑒1 → 𝑒2}

Since an event graph grows only by adding events that
are concurrent to or children of existing events (we never
change the parents of an existing event), there is a one-to-
one correspondence between an event graph and its version.
For all valid event graphs 𝐺, 𝖤𝗏𝖾𝗇𝗍𝗌(𝖵𝖾𝗋𝗌𝗂𝗈𝗇(𝐺)) = 𝐺.

The set of parents of an event in the graph is the version of
the document in which that operation must be interpreted.
The version can hence be seen as a logical clock, describing
the point in time at which a replica knows about the exact
set of events in 𝐺. Even if the event graph is large, in prac-
tice a version rarely consists of more than two events.

2.4 Replaying editing history
Collaborative editing algorithms are usually defined in
terms of sending and receiving messages over a network.
The abstraction of an event graph allows us to reframe these
algorithms in a simpler way: a collaborative text editing al-
gorithm is a pure function 𝗋𝖾𝗉𝗅𝖺𝗒(𝐺) of an event graph 𝐺.
This function can use the parent-child relationships to par-
tially order events, but concurrent events could be processed
in any order. This allows us to separate the process of repli-
cating the event graph from the algorithm that ensures con-
vergence. In fact, this is how pure operation-based CRDTs [9]
are formulated, as discussed in Section 5.

In addition to determining the document state from an
entire event graph, we need an incremental update function.
Say we have an existing event graph 𝐺 and corresponding
document state 𝑑𝑜𝑐 = 𝗋𝖾𝗉𝗅𝖺𝗒(𝐺). Then an event 𝑒 from a re-
mote replica is added to the graph. We could rerun the func-
tion to obtain 𝑑𝑜𝑐′ = 𝗋𝖾𝗉𝗅𝖺𝗒(𝐺 ∪ {𝑒}), but it would be inef-
ficient to process the entire graph again. Instead, we need
to efficiently compute the operation to apply to 𝑑𝑜𝑐 in order
to obtain 𝑑𝑜𝑐′. For text documents, this incremental update
is also described as an insertion or deletion at a particular
index; however, the index may differ from that in the orig-
inal event due to the effects of concurrent operations, and
a deletion may turn into a no-op if the same character has
also been deleted by a concurrent operation.

Both OT and CRDT algorithms focus on this incremental
update. If none of the events in 𝐺 are concurrent with 𝑒, OT
is straightforward: the incremental update is identical to the
operation in 𝑒, as no transformation takes place. If there is
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concurrency, OT must transform each new event with re-
gard to each existing event that is concurrent to it.

In CRDTs, each event is first translated into operations
that use unique IDs instead of indexes, and then these op-
erations are applied to a data structure that reflects all of
the operations seen so far (both concurrent operations and
those that happened before). In order to update the text ed-
itor, these updates to the CRDT’s internal structure need to
be translated back into index-based insertions and deletions.
Many CRDT papers elide this translation from unique IDs
back to indexes, but it is important for practical applications.

Regardless of whether the OT or the CRDT approach is
used, a collaborative editing algorithm can be boiled down
to an incremental update to an event graph: given an event
to be added to an existing event graph, return the (index-
based) operation that must be applied to the current docu-
ment state so that the resulting document is identical to re-
playing the entire event graph including the new event.

3 The Event Graph Walker algorithm
Eg-walker is a collaborative text editing algorithm based on
the idea of event graph replay. The algorithm builds on a
replication layer that ensures that whenever a replica adds
an event to the graph, all non-crashed replicas eventually
receive it. The state of each replica consists of three parts:

1. Event graph: Each replica stores a copy of the event
graph on disk, in a format described in Section 3.8.

2. Document state: The current sequence of characters
in the document with no further metadata. On disk
this is simply a plain text file; in memory it may be
represented as a rope [12], piece table [44], or similar
structure to support efficient insertions and deletions.

3. Internal state: A temporary CRDT structure that Eg-
walker uses to merge concurrent edits. It is not per-
sisted or replicated, and it is discarded when the al-
gorithm finishes running.

Eg-walker can reconstruct the document state by replaying
the entire event graph. It first performs a topological sort,
as illustrated in Figure 3. Then each event is transformed so
that the transformed insertions and deletions can be applied
in topologically sorted order, starting with an empty doc-
ument, to obtain the document state. In Git parlance, this
process “rebases” a DAG of operations into a linear opera-
tion history with the same effect. The input of the algorithm
is the event graph, and the output is this topologically sorted
sequence of transformed operations. While OT transforms
one operation with respect to one other, Eg-walker uses the
internal state to transform operations efficiently.

In graphs with concurrent operations there are multiple
possible sort orders. Eg-walker guarantees that the final
document state is the same, regardless which of these orders
is chosen. However, the choice of sort order may affect the
performance of the algorithm, as discussed in Section 3.7.
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Figure 3. An event graph (left) and one possible topologi-
cally sorted order of that graph (right).

For example, the graph in Figure 2 has two possible sort
orders; Eg-walker either first inserts “l” at index 3 and then
“!” at index 5 (like User 1 in Figure 1), or it first inserts “!” at
index 4 followed by “l” at index 3 (like User 2 in Figure 1).
The final document state is “Hello!” either way.

Event graph replay easily extends to incremental updates
for real-time collaboration: when a new event is added to
the graph, it becomes the next element of the topologically
sorted sequence. We can transform each new event in the
same way as during replay, and apply the transformed op-
eration to the current document state.

3.1 Characteristics of Eg-walker
Eg-walker ensures that the resulting document state is con-
sistent with Attiya et al.’s strong list specification [8] (in
essence, replicas converge to the same state and apply oper-
ations in the right place), and it is maximally non-interleav-
ing [55] (i.e., concurrent sequences of insertions at the same
position are placed one after another, and not interleaved).

One way of achieving this goal would be to track the state
of each branch of the editing history in a separate CRDT
object. The CRDT for a given branch could translate events
from the event graph into the corresponding CRDT oper-
ations. When branches fork, the CRDT object would need
to be cloned in memory. When branches merge, CRDT op-
erations from one branch would be applied to the other
branch’s CRDT state. Essentially, this approach simulates a
network of communicating CRDT replicas and their states.
This approach produces the correct result, but it performs
poorly, as we need to store and update a full copy of the
CRDT state for every concurrent branch in the event graph.

Eg-walker improves on this approach in two ways:

1. Eg-walker avoids the need to clone and merge mul-
tiple CRDT objects. Instead, the algorithm maintains
a single data structure that can transform and merge
events from multiple branches.

2. In portions of the event graph that have no concur-
rency (which, in many editing histories, is the vast
majority of events), events do not need to be trans-
formed at all, and we can discard all of the internal
state accumulated so far.
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Moreover, Eg-walker does not need the event graph and the
internal state when generating new events, or when adding
an event to the graph that happened after all existing events.
Most of the time, we only need the current document state.
The event graph can remain on disk without using any space
in memory or any CPU time. The event graph is only re-
quired when handling concurrency, and even then we only
have to replay the portion of the graph since the last ances-
tor that the concurrent operations had in common.

Eg-walker’s approach contrasts with existing CRDTs,
which require every replica to persist the internal state (in-
cluding the unique ID for each character) and send it over
the network, and which require that state to be loaded into
memory in order to both generate and receive operations,
even when there is no concurrency. This uses significant
amounts of memory and makes documents slow to load.

OT algorithms avoid this internal state; similarly to Eg-
walker, they only need to persist the latest document state
and the history of operations that are concurrent to opera-
tions that may arrive in the future. In both Eg-walker and
OT, the event graph can be discarded if we know that no
event we may receive in the future will be concurrent with
any existing event. However, OT algorithms are very slow
to merge long-running branches (see Section 4). Some OT
algorithms are only able to handle restricted forms of event
graphs, whereas Eg-walker handles arbitrary DAGs.

3.2 Walking the event graph
For the sake of clarity we first explain a simplified version
of Eg-walker that replays the entire event graph without
discarding its internal state along the way. This approach
incurs some CRDT overhead even for non-concurrent op-
erations. In Section 3.6 we show how the algorithm can be
optimised to replay only a part of the event graph.

First, we topologically sort the event graph in a way that
keeps events on the same branch consecutive as much as
possible: for example, in Figure  3 we first visit 𝑒A1…𝑒A4,
then 𝑒B1…𝑒B4. We avoid alternating between branches, such
as 𝑒A1, 𝑒B1, 𝑒A2, 𝑒B2…, even though that would also be a
valid topological sort. For this we use a standard textbook
algorithm [15]: perform a depth-first traversal starting from
the oldest event, and build up the topologically sorted list
in the order that events are visited. When a node has mul-
tiple children in the graph, we choose their order based on
a heuristic so that branches with fewer events tend to ap-
pear before branches with more events in the sorted order;
this can improve performance (see Section 3.7) but is not
essential. We estimate the size of a branch by counting the
number of events that happened after each event.

The algorithm then processes the events one at a time in
topologically sorted order, updating the internal state and
outputting a transformed operation for each event. The in-
ternal state simultaneously captures the document at two
versions: the version in which an event was generated

(which we call the prepare version), and the version in which
all events seen so far have been applied (which we call the
effect version). If the prepare and effect versions are the
same, the transformed operation is identical to the original
one. In general, the prepare version represents a subset of
the events of the effect version.

The internal state can be updated with three methods,
each of which takes an event as argument:

• 𝖺𝗉𝗉𝗅𝗒(𝑒) updates the prepare version and the effect
version to include 𝑒, assuming that the current prepare
version equals 𝑒.𝑝𝑎𝑟𝑒𝑛𝑡𝑠, and that 𝑒 has not yet been
applied. This method interprets 𝑒 in the context of the
prepare version, and outputs the operation represent-
ing how the effect version has been updated.

• 𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒) updates the prepare version to remove 𝑒, as-
suming the prepare version previously included 𝑒.

• 𝖺𝖽𝗏𝖺𝗇𝖼𝖾(𝑒) updates the prepare version to add 𝑒, as-
suming that the prepare version previously did not in-
clude 𝑒, but the effect version did.

𝑒1 : 𝐼𝑛𝑠𝑒𝑟𝑡(0, "ℎ")

𝑒2 : 𝐼𝑛𝑠𝑒𝑟𝑡(1, "𝑖")

𝑒3 : 𝐼𝑛𝑠𝑒𝑟𝑡(0, "𝐻")

𝑒4 : 𝐷𝑒𝑙𝑒𝑡𝑒(1)

𝑒5 : 𝐷𝑒𝑙𝑒𝑡𝑒(1)

𝑒6 : 𝐼𝑛𝑠𝑒𝑟𝑡(1, "𝑒")

𝑒7 : 𝐼𝑛𝑠𝑒𝑟𝑡(2, "𝑦")

𝑒8 : 𝐼𝑛𝑠𝑒𝑟𝑡(3, "!")
Figure 4. An event graph. Starting with document “hi”, one
user changes “hi” to “hey”, while concurrently another user
capitalises the “H”. After merging to the state “Hey”, one of
them appends an exclamation mark to produce “Hey!”.

The effect version only moves forwards in time (through
𝖺𝗉𝗉𝗅𝗒), whereas the prepare version can move both forwards
and backwards. Consider the example in Figure 4, and as-
sume that the events 𝑒1…𝑒8 are traversed in order of their
subscript. These events can be processed as follows:

1. Start in the empty state, and then call 𝖺𝗉𝗉𝗅𝗒(𝑒1),
𝖺𝗉𝗉𝗅𝗒(𝑒2), 𝖺𝗉𝗉𝗅𝗒(𝑒3), and 𝖺𝗉𝗉𝗅𝗒(𝑒4). This is valid be-
cause each event’s parent version is the set of all
events processed so far.

2. Before we can apply 𝑒5 we must rewind the prepare
version to be {𝑒2}, which is the parent of 𝑒5. We can
do this by calling 𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒4) and 𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒3).

3. Now we can call 𝖺𝗉𝗉𝗅𝗒(𝑒5), 𝖺𝗉𝗉𝗅𝗒(𝑒6), and 𝖺𝗉𝗉𝗅𝗒(𝑒7).
4. The parents of 𝑒8 are {𝑒4, 𝑒7}; before we can apply 𝑒8

we must therefore add 𝑒3 and 𝑒4 to the prepare state
again by calling 𝖺𝖽𝗏𝖺𝗇𝖼𝖾(𝑒3) and 𝖺𝖽𝗏𝖺𝗇𝖼𝖾(𝑒4).

5. Finally, we can call 𝖺𝗉𝗉𝗅𝗒(𝑒8).
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In complex event graphs such as the one in Figure 3 the same
event may have to be retreated and advanced several times,
but we can process arbitrary DAGs this way. In general, be-
fore applying the next event 𝑒 in topologically sorted order,
compute 𝐺old = 𝖤𝗏𝖾𝗇𝗍𝗌(𝑉𝑝) where 𝑉𝑝 is the current pre-
pare version, and 𝐺new = 𝖤𝗏𝖾𝗇𝗍𝗌(𝑒.𝑝𝑎𝑟𝑒𝑛𝑡𝑠). We then call
𝗋𝖾𝗍𝗋𝖾𝖺𝗍 on each event in 𝐺old − 𝐺new (in reverse topological
sort order), and call 𝖺𝖽𝗏𝖺𝗇𝖼𝖾 on each event in 𝐺new − 𝐺old
(in topological sort order) before calling 𝖺𝗉𝗉𝗅𝗒(𝑒).

3.3 Representing prepare and effect versions
The internal state implements the 𝖺𝗉𝗉𝗅𝗒, 𝗋𝖾𝗍𝗋𝖾𝖺𝗍, and
𝖺𝖽𝗏𝖺𝗇𝖼𝖾 methods by maintaining a CRDT data structure.
This structure consists of a linear sequence of records, one
per character in the document, including tombstones for
deleted characters. Runs of characters with consecutive IDs
and the same properties can be run-length encoded to save
memory. A record is inserted into this sequence by 𝖺𝗉𝗉𝗅𝗒(𝑒𝑖)
for an insertion event 𝑒𝑖. Subsequent deletion events and
𝗋𝖾𝗍𝗋𝖾𝖺𝗍/𝖺𝖽𝗏𝖺𝗇𝖼𝖾 calls may modify properties of the record,
but records in the sequence are not removed or reordered
once they have been inserted.

When the event graph contains concurrent insertions, we
use a CRDT to ensure that all replicas place the records in
this sequence in the same order, regardless of the order in
which the event graph is traversed. For example, RGA [47]
or YATA [41] could be used for this purpose. Our implemen-
tation of Eg-walker uses a variant of the Yjs algorithm [28],
itself based on YATA, that we conjecture to be maximally
non-interleaving. We leave a detailed analysis of this algo-
rithm to future work, since it is not core to this paper.

Each record in this sequence contains:
• the ID of the event that inserted the character;
• 𝑠𝑝 ∈ {𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝, 𝙸𝚗𝚜, 𝙳𝚎𝚕 𝟷, 𝙳𝚎𝚕 𝟸, …}, the

character’s state in the prepare version;
• 𝑠𝑒 ∈ {𝙸𝚗𝚜, 𝙳𝚎𝚕}, the state in the effect version;
• and any other fields required by the CRDT to deter-

mine the order of concurrent insertions.

The rules for updating 𝑠𝑝 and 𝑠𝑒 are:

• When a record is first inserted by 𝖺𝗉𝗉𝗅𝗒(𝑒𝑖) with an
insertion event 𝑒𝑖, it is initialised with 𝑠𝑝 = 𝑠𝑒 = 𝙸𝚗𝚜.

• If 𝖺𝗉𝗉𝗅𝗒(𝑒𝑑) is called with a deletion event 𝑒𝑑, we set
𝑠𝑒 = 𝙳𝚎𝚕 in the record representing the deleted char-
acter. In the same record, if 𝑠𝑝 = 𝙸𝚗𝚜 we update it to
𝙳𝚎𝚕 𝟷, and if 𝑠𝑝 = 𝙳𝚎𝚕 𝑛 it advances to 𝙳𝚎𝚕 (𝑛 + 1),
as shown in Figure 5.

• If 𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒𝑖) is called with insertion event 𝑒𝑖, we must
have 𝑠𝑝 = 𝙸𝚗𝚜 in the record affected by the event, and
we update it to 𝑠𝑝 = 𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝. Conversely,
𝖺𝖽𝗏𝖺𝗇𝖼𝖾(𝑒𝑖) moves 𝑠𝑝 from 𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝 to 𝙸𝚗𝚜.

• If 𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒𝑑) is called with a deletion event 𝑒𝑑, we
must have 𝑠𝑝 = 𝙳𝚎𝚕 𝑛 in the affected record, and we

update it to 𝙳𝚎𝚕 (𝑛 − 1) if 𝑛 > 1, or to 𝙸𝚗𝚜 if 𝑛 = 1.
Calling 𝖺𝖽𝗏𝖺𝗇𝖼𝖾(𝑒𝑑) performs the opposite.

NIY Ins Del 1 Del 2 ⋯

𝖺𝖽𝗏𝖺𝗇𝖼𝖾 : 𝐼𝑛𝑠𝑒𝑟𝑡 𝐷𝑒𝑙𝑒𝑡𝑒 𝐷𝑒𝑙𝑒𝑡𝑒 𝐷𝑒𝑙𝑒𝑡𝑒

𝗋𝖾𝗍𝗋𝖾𝖺𝗍 : 𝐼𝑛𝑠𝑒𝑟𝑡 𝐷𝑒𝑙𝑒𝑡𝑒 𝐷𝑒𝑙𝑒𝑡𝑒 𝐷𝑒𝑙𝑒𝑡𝑒

Figure 5. State machine for internal state variable 𝑠𝑝.

As a result, 𝑠𝑝 and 𝑠𝑒 are Ins if the character is visible (in-
serted but not deleted) in the prepare and effect version re-
spectively; 𝑠𝑝 = 𝙳𝚎𝚕 𝑛 indicates that the character has been
deleted by 𝑛 concurrent delete events in the prepare version;
and 𝑠𝑝 = 𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝 indicates that the insertion of
the character has been retreated in the prepare version. 𝑠𝑒
does not count the number of deletions and does not have a
𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝 state since we never remove the effect of
an operation from the effect version.

“H”
𝑖𝑑 : 3
𝑠𝑝 : 𝙸𝚗𝚜
𝑠𝑒 : 𝙸𝚗𝚜

“h”
𝑖𝑑 : 1
𝑠𝑝 : 𝙳𝚎𝚕 𝟷
𝑠𝑒 : 𝙳𝚎𝚕

“i”
𝑖𝑑 : 2
𝑠𝑝 : 𝙸𝚗𝚜
𝑠𝑒 : 𝙸𝚗𝚜

“H”
𝑖𝑑 : 3
𝑠𝑝 : 𝙽𝙸𝚈
𝑠𝑒 : 𝙸𝚗𝚜

“h”
𝑖𝑑 : 1
𝑠𝑝 : 𝙸𝚗𝚜
𝑠𝑒 : 𝙳𝚎𝚕

“i”
𝑖𝑑 : 2
𝑠𝑝 : 𝙸𝚗𝚜
𝑠𝑒 : 𝙸𝚗𝚜

𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒4)

𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒3)

Figure 6. Left: the internal state after applying 𝑒1…𝑒4 from
Figure 4. Right: after 𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒4) and 𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒3), the prepare
state is updated to mark “H” as NotInsertedYet, and the
deletion of “h” is undone. The effect state is unchanged.

For example, Figure  6 shows the state after applying
𝑒1…𝑒4 from Figure 4, and how that state is updated by re-
treating 𝑒4 and 𝑒3 before 𝑒5 is applied. In the effect state, the
lowercase “h” is marked as deleted, while the uppercase “H”
and the “i” are visible. In the prepare state, by retreating 𝑒4
and 𝑒3 the “H” is marked as NotInsertedYet, and the dele-
tion of “h” is undone (𝑠𝑝 = 𝙸𝚗𝚜).

“H”
𝑖𝑑 : 3
𝑠𝑝 : 𝙸𝚗𝚜
𝑠𝑒 : 𝙸𝚗𝚜

“h”
𝑖𝑑 : 1
𝑠𝑝 : 𝙳𝚎𝚕 𝟷
𝑠𝑒 : 𝙳𝚎𝚕

“e”
𝑖𝑑 : 6
𝑠𝑝 : 𝙸𝚗𝚜
𝑠𝑒 : 𝙸𝚗𝚜

“y”
𝑖𝑑 : 7
𝑠𝑝 : 𝙸𝚗𝚜
𝑠𝑒 : 𝙸𝚗𝚜

“!”
𝑖𝑑 : 8
𝑠𝑝 : 𝙸𝚗𝚜
𝑠𝑒 : 𝙸𝚗𝚜

“i”
𝑖𝑑 : 2
𝑠𝑝 : 𝙳𝚎𝚕 𝟷
𝑠𝑒 : 𝙳𝚎𝚕

Figure 7. The internal Eg-walker state after replaying all of
the events in Figure 4.

Figure 7 shows the state after replaying all of the events
in Figure 4: “i” is also deleted, the characters “e” and “y” are
inserted immediately after the “h”, 𝑒3 and 𝑒4 are advanced
again, and finally “!” is inserted after the “y”. The figures in-
clude the character for the sake of readability, but Eg-walker
actually does not store text content in its internal state.

3.4 Mapping indexes to character IDs
In the event graph, insertion and deletion operations spec-
ify the index at which they apply. In order to update Eg-
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walker’s internal state, we need to map these indexes to the
correct record in the sequence, based on the prepare state
𝑠𝑝. To produce the transformed operations, we need to map
the positions of these internal records back to indexes again
– this time based on the effect state 𝑠𝑒.

A simple but inefficient algorithm would be: to apply a
𝐷𝑒𝑙𝑒𝑡𝑒(𝑖) operation we iterate over the sequence of records
and pick the 𝑖th record with a prepare state of 𝑠𝑝 = 𝙸𝚗𝚜 (i.e.,
the 𝑖th among the characters that are visible in the prepare
state, which is the document state in which the operation
should be interpreted). Similarly, to apply 𝐼𝑛𝑠𝑒𝑟𝑡(𝑖, 𝑐) we
skip over 𝑖 − 1 records with 𝑠𝑝 = 𝙸𝚗𝚜 and insert the new
record after the last skipped record (if there have been con-
current insertions at the same position, we may also need
to skip over some records with 𝑠𝑝 = 𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝, as
determined by the list CRDT’s insertion ordering).

To reduce the cost of this algorithm from 𝑂(𝑛) to
𝑂(log 𝑛), where 𝑛 is the number of characters in the docu-
ment, we construct a B-tree whose leaves, from left to right,
contain the sequence of records representing characters. We
extend the tree into an order statistic tree [15] (also known
as ranked B-tree) by adding two integers to each node: the
number of records with 𝑠𝑝 = 𝙸𝚗𝚜 contained within that
subtree, and the number of records with 𝑠𝑒 = 𝙸𝚗𝚜 in that
subtree. Every time 𝑠𝑝 or 𝑠𝑒 are updated, we also update
those numbers on the path from the updated record to the
root. As the tree is balanced, this update takes 𝑂(log 𝑛).

Now we can find the 𝑖th record with 𝑠𝑝 = 𝙸𝚗𝚜 in loga-
rithmic time by starting at the root of the tree, and adding up
the values in the subtrees that have been skipped. Moreover,
once we have a record in the sequence we can efficiently
determine its index in the effect state by going in the oppo-
site direction: working upwards in the tree towards the root,
and summing the numbers of records with 𝑠𝑒 = 𝙸𝚗𝚜 that lie
in subtrees to the left of the starting record. This allows us
to efficiently transform the index of an operation from the
prepare version into the effect version. If the character was
already deleted in the effect version (𝑠𝑒 = 𝙳𝚎𝚕), the trans-
formed operation is a no-op.

The above process makes 𝖺𝗉𝗉𝗅𝗒(𝑒𝑖) efficient. We also need
to efficiently perform 𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒𝑖) and 𝖺𝖽𝗏𝖺𝗇𝖼𝖾(𝑒𝑖), which
modify the prepare state 𝑠𝑝 of the record inserted or deleted
by 𝑒𝑖. While advancing/retreating we cannot look up a tar-
get record by its index. Instead, we maintain a second B-
tree, mapping from each event’s ID to the target record. The
mapping stores a value depending on the type of the event:

• For delete events, we store the ID of the character
deleted by the event.

• For insert events, we store a pointer to the leaf node in
the first B-tree that contains the corresponding record.
When nodes in the first B-tree are split, we update the
pointers in the second B-tree accordingly.

On every 𝖺𝗉𝗉𝗅𝗒(𝑒), after updating the sequence as above, we
update this mapping. When we subsequently call 𝗋𝖾𝗍𝗋𝖾𝖺𝗍(𝑒)
or 𝖺𝖽𝗏𝖺𝗇𝖼𝖾(𝑒), that event 𝑒 must have already been applied,
and hence 𝑒.𝑖𝑑 must appear in this mapping. This map al-
lows us to advance or retreat in logarithmic time.

3.5 Clearing the internal state
As described so far, the algorithm retains every insertion
since document creation forever in its internal state, con-
suming a lot of memory, and requiring the entire event
graph to be replayed in order to restore the internal state.
We now introduce a further optimisation that allows Eg-
walker to completely discard its internal state from time to
time, and replay only a subset of the event graph.

We define a version 𝑉 ⊆ 𝐺 to be a critical version in an
event graph 𝐺 iff it partitions the graph into two subsets
of events 𝐺1 = 𝖤𝗏𝖾𝗇𝗍𝗌(𝑉 ) and 𝐺2 = 𝐺 − 𝐺1 such that all
events in 𝐺1 happened before all events in 𝐺2:

∀𝑒1 ∈ 𝐺1 : ∀𝑒2 ∈ 𝐺2 : 𝑒1 → 𝑒2.

Equivalently, 𝑉  is a critical version iff every event in the
graph is either in 𝑉 , or an ancestor of some event in 𝑉 , or
happened after all of the events in 𝑉 :

∀𝑒1 ∈ 𝐺 : 𝑒1 ∈ 𝖤𝗏𝖾𝗇𝗍𝗌(𝑉 ) ∨ (∀𝑒2 ∈ 𝑉 : 𝑒2 → 𝑒1).

A critical version might not remain critical forever; it is pos-
sible for a critical version to become non-critical because a
concurrent event is added to the graph.

A key insight in the design of Eg-walker is that critical
versions partition the event graph into sections that can be
processed independently. Events that happened at or before
a critical version do not affect how any event after the criti-
cal version is transformed. This observation enables two im-
portant optimisations:

• Any time the version of the event graph processed so
far is critical, we can discard the internal state (includ-
ing both B-trees and all 𝑠𝑝 and 𝑠𝑒 values), and replace
it with a placeholder as explained in Section 3.6.

• If both an event’s version and its parent version are
critical versions, there is no need to traverse the B-
trees and update the CRDT state, since we would im-
mediately discard that state anyway. In this case, the
transformed event is identical to the original event, so
the event can simply be emitted as-is.

These optimisations make it very fast to process documents
that are mostly edited sequentially (e.g., because the authors
took turns and did not write concurrently, or because there
is only a single author), since most of the event graph of
such a document is a linear chain of critical versions.

The internal state can be discarded once replay is com-
plete, although it is also possible to retain the internal state
for transforming future events. If a replica receives events
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that are concurrent with existing events in its graph, but
the replica has already discarded its internal state resulting
from those events, it needs to rebuild some of that state. It
can do this by identifying the most recent critical version
that happened before the new events, replaying the existing
events that happened after that critical version, and finally
applying the new events. Events from before that critical
version are not replayed. Since most editing histories have
critical versions from time to time, this means that usually
only a small subset of the event graph is replayed. In the
worst case, this algorithm replays the entire event graph.

3.6 Partial event graph replay
Assume that we want to add event 𝑒new to the event graph
𝐺, that 𝑉curr = 𝖵𝖾𝗋𝗌𝗂𝗈𝗇(𝐺) is the current document version
reflecting all events except 𝑒new, and that 𝑉crit ≠ 𝑉curr is the
latest critical version in 𝐺 ∪ {𝑒new} that happened before
both 𝑒new and 𝑉curr. Further assume that we have discarded
the internal state, so the only information we have is the
latest document state at 𝑉curr and the event graph; in par-
ticular, without replaying the entire event graph we do not
know the document state at 𝑉crit.

Luckily, the exact internal state at 𝑉crit is not needed. All
we need is enough state to transform 𝑒new and rebase it onto
the document at 𝑉curr. This internal state can be obtained by
replaying the events since 𝑉crit, that is, 𝐺 − 𝖤𝗏𝖾𝗇𝗍𝗌(𝑉crit),
in topologically sorted order:

1. We initialise a new internal state corresponding to
version 𝑉crit. Since we do not know the the document
state at this version, we start with a single placeholder
record representing the unknown document content.

2. We update the internal state by replaying events from
𝑉crit to 𝑉curr, but we do not output transformed oper-
ations during this stage.

3. Finally, we apply the new event 𝑒new and output the
transformed operation. If we received a batch of new
events, we apply them in topologically sorted order.

The placeholder record we start with in step 1 represents the
range of indexes [0, ∞] of the document state at 𝑉crit (we do
not know the length of the document at that version, but we
can still have a placeholder for arbitrarily many indexes).
Placeholders are counted as the number of characters they
represent in the order statistic tree construction, and they
have the same length in both the prepare and the effect ver-
sions. We then apply events as follows:

• Applying an insertion at index 𝑖 creates a record with
𝑠𝑝 = 𝑠𝑒 = 𝙸𝚗𝚜 and the ID of the insertion event. We
map the index to a record in the sequence using the
prepare state as usual; if 𝑖 falls within a placeholder for
range [𝑗, 𝑘], we split it into a placeholder for [𝑗, 𝑖 − 1],
followed by the new record, followed by a placeholder
for [𝑖, 𝑘]. Placeholders for empty ranges are omitted.

• Applying a deletion at index 𝑖: if the deleted charac-
ter was inserted prior to 𝑉crit, the index must fall
within a placeholder with some range [𝑗, 𝑘]. We split
it into a placeholder for [𝑗, 𝑖 − 1], followed by a new
record with 𝑠𝑝 = 𝙳𝚎𝚕 𝟷 and 𝑠𝑒 = 𝙳𝚎𝚕, followed by a
placeholder for [𝑖 + 1, 𝑘]. The new record has a place-
holder ID that only needs to be unique within the local
replica, and need not be consistent across replicas.

• Applying a deletion of a character inserted since 𝑉crit
updates the record created by the insertion.

Before applying an event we retreat and advance as usual.
The algorithm never needs to retreat or advance an event
that happened before 𝑉crit, therefore every retreated or ad-
vanced event ID must exist in second B-tree.

If there are concurrent insertions at the same position, we
invoke the CRDT algorithm to place them in a consistent
order as discussed in Section 3.3. Since all concurrent events
must be after 𝑉crit, they are included in the replay. When we
are seeking for the insertion position, we never need to seek
past a placeholder, since the placeholder represents charac-
ters that were inserted before 𝑉crit.

3.7 Algorithm complexity
Say we have two users who have been working offline, gen-
erating 𝑘 and 𝑚 events respectively. When they come on-
line and merge their event graphs, the latest critical version
is immediately prior to the branching point. If the branch of
𝑘 events comes first in the topological sort, the replay algo-
rithm first applies 𝑘 events, then retreats 𝑘 events, applies
𝑚 events, and finally advances 𝑘 events again. Asymptoti-
cally, 𝑂(𝑘 + 𝑚) calls to apply/retreat/advance are required
regardless of the order of traversal, although in practice the
algorithm is faster if 𝑘 < 𝑚 since we don’t need to retreat/
advance on the branch that is visited last.

Each apply/retreat/advance requires one or two traver-
sals of first B-tree, and at most one traversal of the second B-
tree. The upper bound on the number of entries in each tree
(including placeholders) is 2(𝑘 + 𝑚) + 1, since each event
generates at most one new record and one placeholder split.
Since the trees are balanced, the cost of each traversal is
𝑂(log(𝑘 + 𝑚)). Overall, the cost of merging branches with
𝑘 and 𝑚 events is therefore 𝑂((𝑘 + 𝑚) log(𝑘 + 𝑚)).

We can also give an upper bound on the complexity of re-
playing an event graph with 𝑛 events. Each event is applied
exactly once, and before each event we retreat or advance
each prior event at most once, at 𝑂(log 𝑛) cost. The worst-
case complexity of the algorithm is therefore 𝑂(𝑛2 log 𝑛),
but this case is unlikely to occur in practice.

3.8 Storing the event graph
To store the event graph compactly on disk, we developed
a compression technique that takes advantage of how peo-
ple typically write text documents: namely, they tend to in-
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sert or delete consecutive sequences of characters, and less
frequently hit backspace or move the cursor to a new lo-
cation. Eg-walker’s event graph storage format is inspired
by the Automerge CRDT library [25,33], which in turn uses
ideas from column-oriented databases [6,50]. We also bor-
row some bit-packing tricks from the Yjs CRDT library [28].

We first topologically sort the events in the graph. Differ-
ent replicas may sort the graph differently, but locally to one
replica we can identify an event by its index in this sorted
order. Then we store different properties of events in sep-
arate byte sequences called columns, which are then com-
bined into one file with a simple header. Each column stores
some different fields of the event data. The columns are:

• Event type, start position, and run length. For exam-
ple, “the first 23 events are insertions at consecutive
indexes starting from index 0, the next 10 events are
deletions at consecutive indexes starting from index
7,” and so on. We encode this using a variable-length
binary encoding of integers, which represents small
numbers in one byte, larger numbers in two bytes, etc.

• Inserted content. An insertion event contains exactly
one character (a Unicode scalar value), and a deletion
does not. We concatenate the UTF-8 encoding of the
characters for insertion events in the same order as
they appear in the first column, and LZ4-compress.

• Parents. By default we assume that every event has ex-
actly one parent, namely its predecessor in the topo-
logical sort. Any events for which this is not true
are listed explicitly, for example: “the first event has
zero parents; the 153rd event has two parents, namely
events numbers 31 and 152;” and so on.

• Event IDs. Each event is uniquely identified by a pair
of a replica ID and a per-replica sequence number.
This column stores runs of event IDs, for example: “the
first 1085 events are from replica 𝐴, starting with se-
quence number 0; the next 595 events are from replica
𝐵, starting with sequence number 0;” and so on.

Replicas can optionally also store a copy of the final docu-
ment state reflecting all events. This allows documents to be
loaded from disk without replaying the event graph.

We send the same data format over the network when
replicating the entire event graph. When sending a subset
of events over the network (e.g., a single event during real-
time collaboration), references to parent events outside of
that subset need to be encoded using event IDs of the form
(𝑟𝑒𝑝𝑙𝑖𝑐𝑎𝐼𝐷, 𝑠𝑒𝑞𝑁𝑜), but otherwise the encoding is similar.

4 Evaluation
We created a TypeScript implementation of Eg-walker opti-
mised for simplicity and readability [19], and a production-
ready Rust implementation optimised for performance [20].

The TypeScript version omits the run-length encoding of in-
ternal state, B-trees, and topological sorting heuristics.

To evaluate the correctness of Eg-walker we proved that
the algorithm complies with Attiya et al.’s strong list specifi-
cation [8] (see Appendix B). We also performed randomised
property testing on the implementations, including check-
ing that our implementations converge to the same result.

To evaluate its performance, we compare the Rust im-
plementation of Eg-walker with two popular CRDT li-
braries: Automerge v0.5.9 [1] (Rust) and Yjs v13.6.10 [28]
(JavaScript).¹ We only test their collaborative text datatypes,

¹We also tested Yrs [53], the Rust rewrite of Yjs by the original au-
thors. It performed worse than Yjs, so we omitted it from our results.

and not the other features they support. However, the per-
formance of these libraries varies widely. In an effort to
distinguish between implementation differences and algo-
rithmic differences, we have also implemented our own per-
formance-optimised reference CRDT library. This library
shares most of its code with our Rust Eg-walker implemen-
tation, enabling a more like-to-like comparison between the
traditional CRDT approach and Eg-walker. Our reference
CRDT outperforms both Yjs and Automerge.

We have also implemented a simple OT library using the
TTF algorithm [42]. (We do not use the server-based Jupiter
algorithm [40] or the popular OT library ShareDB [21] be-
cause they do not support the branching and merging pat-
terns that occur in some of our dataset.)

We compare these implementations along 3 dimensions:²

²Experimental setup: We ran the benchmarks on a Ryzen 7950x CPU
running Linux 6.5.0-28 and 64GB of RAM. We compiled Rust code with
rustc v1.78.0 in release mode with '-C target-cpu=native'. Rust code
was pinned to a single CPU core to reduce variance across runs. For
JavaScript (Yjs) we used Node.js v22.2.0. All reported time measure-
ments are the mean of at least 100 test iterations (except for the case
where OT takes an hour to merge trace A2, which we ran 10 times).
The standard deviation for all benchmark results was less than 1.2% of
the mean, except for the Yjs measurements, which had a stddev of less
than 6%. Error bars on our graphs are too small to be visible.

Speed The CPU time to load a document into memory, and
to merge a set of updates from a remote replica.

Memory usage The RAM used while a document is loaded
and while merging remote updates.

Storage size The number of bytes needed to persistently
store a document or replicate it over the network.

4.1 Editing traces
As there is no established benchmark for collaborative text
editing, we collected a set of editing traces from real doc-
uments. We have made these traces freely available on
GitHub [22]. For this evaluation we use seven traces, which
fall into three categories:

Sequential Traces (S1, S2, S3): One author, or multiple au-
thors taking turns (no concurrency).
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Concurrent Traces (C1, C2): Multiple users concurrently
editing the same document with ≈1 second latency.
Many short-lived branches with frequent merges.

Asynchronous Traces (A1, A2): Event graphs derived
from branching/merging Git commit histories. Multi-
ple long-running branches and infrequent merges.

We recorded the sequential and concurrent traces with key-
stroke granularity using an instrumented text editor. To
make the traces easier to compare, we normalised them so
that each trace contains ≈500k inserted characters (about
100 printed pages). We extended shorter traces to this length
by repeating them several times. See Appendix A for details.

4.2 Time taken to load and merge changes
The slowest operations in many collaborative editors are:

• merging a large set of edits from a remote replica into
the local state (e.g. reconnecting after working offline);

• loading a document from disk into memory so that it
can be displayed and edited.

To simulate a worst-case merge, we start with an empty
document and then merge an entire editing trace into it. In
the case of Eg-walker this means replaying the full trace.
Figure 8 shows the merge time for each implementation.

After completing this merge, we saved the resulting local
replica state to disk and measured the CPU time to load it
back into memory. In the CRDT implementations we tested,
loading a document from disk is equivalent to merging the
remote events, so we do not show CRDT loading times
separately in Figure 8. In these algorithms, the CRDT meta-
data needs to be in memory for the user to be able to edit
the document, or to apply any updates received from other
replicas (even when there is no concurrency). In contrast,
OT and Eg-walker can load documents orders of magnitude
faster than CRDTs by caching the final document state on
disk, and loading just this data (essentially a plain text file).
Eg-walker and OT only need to load the event graph when
merging concurrent changes or to reconstruct old document
versions. Document edits by the local user or applying non-
concurrent remote events do not need the event graph.

We can see in Figure 8 that Eg-walker and OT are very
fast to merge the sequential traces (S1, S2, S3), since they
simply apply the operations with no transformation. How-
ever, OT performance degrades dramatically on the asyn-
chronous traces (6 seconds for A1, and 1 hour for A2) due
to the quadratic complexity of the algorithm, whereas Eg-
walker remains fast (160,000× faster in the case of A2).

On the concurrent traces (C1, C2) and asynchronous trace
A2, the merge time of Eg-walker is similar to that of our ref-
erence CRDT, since they perform similar work. Both are sig-
nificantly faster than the state-of-the-art Yjs and Automerge
CRDT libraries; this is due to implementation differences
and not fundamental algorithmic reasons.

Figure 8. The CPU time taken by each algorithm to merge
all events in each trace (as received from a remote replica),
or to reload the resulting document from disk. The CRDT
implementations (Ref CRDT, Automerge and Yjs) take the
same amount of time to merge changes as they do to subse-
quently load the document. The red line at 16 ms indicates
the time budget available to an application that wants to
show the results of an operation by the next frame, assum-
ing a display with a 60 Hz refresh rate.

On the sequential traces Eg-walker outperforms our ref-
erence CRDT by a factor of 7–10×, and on trace A1 (which
contains large sequential sections) Eg-walker is 5× faster.
Comparing to Yjs or Automerge, this speedup is greater still.
This is due to Eg-walker’s ability to clear its internal state
and skip all of the internal state manipulation on critical ver-
sions (Section 3.5). To quantify this effect, we compare Eg-
walker’s performance with a version of the algorithm that
has these optimisations disabled. Figure 9 shows the time
taken to replay all our traces with this optimisation enabled
and disabled. We see that the optimisation is effective for
S1, S2, S3, and A1, whereas for C1, C2, and A2 it makes little
difference (A2 contains no critical versions).

Automerge’s merge times on traces C1 and C2 are out-
liers. This appears to be a bug, which we have reported.

When merging an event graph with very high concur-
rency (like A2), the performance of Eg-walker is highly
dependent on the order in which events are traversed. A
poorly chosen traversal order can make this trace as much
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Figure 9. Time taken for Eg-walker to merge all events in a
trace, with and without the optimisations from Section 3.5.

as 8× slower to merge. Our topological sort algorithm (Sec-
tion 3.2) tries to avoid such pathological cases.

4.3 RAM usage
Figure 10 shows the memory footprint (retained heap size)
of each algorithm. The memory used by Eg-walker and OT
is split into peak usage (during the merge process) and the
“steady state” memory usage, after temporary data such as
Eg-walker’s internal state is discarded and the event graph
is written out to disk. For the CRDTs the figure shows steady
state memory usage; peak usage is up to 25% higher.

Eg-walker’s peak memory use is similar to our reference
CRDT’s steady state: slightly lower on the sequential traces,
and approximately double for the concurrent traces. How-
ever, the steady-state memory use of Eg-walker is 1–2 or-
ders of magnitude lower than the best CRDT. This is a sig-
nificant result, since the steady state is what matters during
normal operation while a document is being edited. Note
that peak memory usage would be lower when replaying a
subset of an event graph, which is the common case.

Yjs has 2–3× greater memory use than our reference
CRDT on most traces, and Automerge an order of magni-
tude greater. Automerge’s very high memory use on C1 and
C2 is probably a bug. The computer we used for benchmark-
ing had enough RAM to prevent swapping in all cases.

OT has the same memory use as Eg-walker in the steady
state, but significantly higher peak memory use on the C1,
C2, and A2 traces (6.8 GiB for A2). The reason is that our OT
implementation memoizes intermediate transformed oper-
ations to improve performance. This memory use could be
reduced at the cost of increased merge times.

4.4 Storage size
Our binary encoding of event graphs (Section 3.8) results in
smaller files than the equivalent internal CRDT state per-
sisted by Automerge or Yjs. To ensure a like-for-like com-
parison we have disabled Eg-walker’s built-in LZ4 and Au-
tomerge’s built-in gzip compression. Enabling this compres-
sion further reduces the file sizes.

Automerge stores the full editing history of a document,
and Figure 11 shows the resulting file sizes relative to the
raw concatenated text content of all insertions, with and
without a cached copy of the final document state (to en-

Figure 10. RAM used while merging an editing trace re-
ceived from another replica. Eg-walker and OT only retain
the current document text in the steady state, but need ad-
ditional RAM at peak while merging concurrent changes.

able fast loads). Even with this additional document text,
Eg-walker’s files are smaller on all traces except S1.

In contrast, Yjs only stores the text of the final, merged
document. This results in a smaller file size, at the cost of
making it impossible to reconstruct earlier document states.
Figure 12 compares Yjs to the equivalent event graph en-
coding in which we only store the final document text and
operation metadata. Our encoding is smaller than Yjs on all
traces. The overhead of storing the event graph is between
20% and 3× the final plain text file size.

5 Related Work
Eg-walker is an example of a pure operation-based CRDT
[9], which is a family of algorithms that capture a DAG (or
partially ordered log) of operations in the form they were
generated, and define the current state as a query over that
log. However, existing publications on pure operation-based
CRDTs [7,10] present only datatypes such as maps, sets, and
registers; Eg-walker adds a list/text datatype to this family.

MRDTs [49] are similarly based on a DAG, and use a
three-way merge function to combine two branches since
their lowest common ancestor; if the LCA is not unique, a
recursive merge is used. MRDTs for various datatypes have
been defined, but so far none offers text with arbitrary in-
sertion and deletion.

Toomim’s time machines approach [54] shares a concep-
tual foundation with Eg-walker: both are based on travers-

11



Figure 12. File size storing edit traces using Eg-walker’s
event graph encoding (with and without final document
caching) compared to Automerge. The lightly shaded region
in each bar shows the concatenated length of all stored text.
This acts as lower bound on the file size.

Figure 12. File size storing edit traces in which deleted text
content has been omitted, as is the case with Yjs. The lightly
shaded region in each bar is the size of the final document,
which is a lower bound on the file size.

ing an event graph, with operations being transformed from
their original form into a form that can be applied in topo-
logically sorted order. Toomim also points out that CRDTs
can implement this transformation. Eg-walker is a concrete,
optimised implementation of the time machine approach;
novel contributions of Eg-walker include updating the pre-
pare version by retreating and advancing, as well as the de-
tails of internal state clearing and partial event graph replay.

Eg-walker is also an operational transformation (OT) al-
gorithm [17]. OT has a long lineage of research going back
to the 1990s [40,46,51]. To our knowledge, all existing OT
algorithms consist of a set of transformation functions that
transform one operation with regard to one other operation,
and a control algorithm that traverses an editing history
and invokes the necessary transformations. A problem with
this architecture is that when two replicas have diverged
and each performed 𝑛 operations, merging their states un-
avoidably has a cost of at least 𝑂(𝑛2); in some OT algo-
rithms the cost is cubic or even worse [37,47,52]. Eg-walker
departs from the transformation function/control algorithm
architecture and instead performs transformations using an

internal CRDT state, which reduces the merging cost to
𝑂(𝑛 log 𝑛) in most cases; the upper bound of 𝑂(𝑛2 log 𝑛) is
unlikely to occur in practical editing histories.

Other collaborative text editing algorithms [45,47,55,56]
belong to the family of conflict-free replicated data types
(CRDTs) [48]. To our knowledge, all existing CRDTs for text
work by assigning each character a unique ID, and translat-
ing index-based insertions and deletions into ID-based ones.
These unique IDs need to be held in memory when a doc-
ument is being edited, persisted for the lifetime of the doc-
ument, and sent to all replicas. In contrast, Eg-walker uses
unique IDs only transiently during replay but does not per-
sist or replicate them, and it can free all of its internal state
whenever a critical version is reached. Eg-walker needs to
store the event graph as long as concurrent operations may
arrive, but this takes less space than CRDT state, and it only
needs to be in-memory while merging concurrent opera-
tions. Most of the time the event graph can remain on disk.

Gu et al.’s mark & retrace method [26] builds a CRDT-like
structure containing the entire editing history, not only the
parts being merged. Differential synchronization [18] relies
on heuristics such as similarity-matching of text to perform
merges, which is not guaranteed to converge.

Version control systems such as Git [14], Pijul [39], and
Darcs [2] also track the editing history of text files. How-
ever, they do not support real-time collaboration, and they
are line-based (good for code), whereas Eg-walker is char-
acter-based (which is better for prose). Git uses a three-way
merge, which is not reliable on files containing substantial
repeated text [29]. Merges in Darcs have worst-case expo-
nential complexity [35], and Pijul merges using a CRDT that
assigns a unique ID to every line [3].

6 Conclusion
Eg-walker is a new approach to collaborative text editing
that has characteristics of both CRDTs and OT. It is orders of
magnitude faster than existing algorithms in the best cases,
and competitive with the fastest existing implementations
in the worst cases. Compared to existing CRDTs, it uses
orders of magnitude less memory in the steady state, files
are vastly faster to load for editing, and in documents with
largely sequential editing edits from other users are merged
much faster. Compared to OT, large merges (e.g., when two
users each did a significant amount of work while offline)
are much faster, and Eg-walker supports arbitrary branch-
ing/merging patterns (e.g., in peer-to-peer collaboration).

Since Eg-walker stores a fine-grained editing history of a
document, it allows applications to show that history to the
user, and to restore arbitrary past versions of a document by
replaying subsets of the graph. The underlying event graph
is not specific to the Eg-walker algorithm, so we expect that
the same data format will be able to support future collabo-
rative editing algorithms as well. The core idea of Eg-walker
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is not specific to plain text; we believe it can be extended to
other file types such as rich text, graphics, or spreadsheets.

Until now, many applications have been implemented us-
ing centralised server-based OT to avoid the overheads of
CRDTs. Eg-walker is the first CRDT to surpass OT’s perfor-
mance, and it requires no server. This breakthrough makes
it possible for decentralised, local-first software [32] to be-
come competitive with traditional cloud software.
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Table 1. The text editing traces used in our evaluation. Repeats: Number of times the original trace was repeated to normalise
its length relative to the other traces. Events: total number of editing events, in thousands, including repeats. Each inserted
or deleted character counts as one event. Average concurrency: mean number of concurrent branches per event in the trace.
Graph runs: number of sequential runs of events (linear event sequences without branching/merging). Authors: number of
users who added at least one event. Chars remaining: percentage of inserted characters that remain in the document (i.e.,
are never deleted) after all events have been merged. Final size: Resulting document size in kilobytes after all events have
been merged.

Name Type Repeats Events (k) Avg Concurrency Graph runs Authors Chars remaining (%) Final size (kB)

S1 sequential 3 779 0 1 2 57.5 307.2

S2 sequential 3 1105 0 1 1 26.7 166.3

S3 sequential 1 2218 0 1 2 7.5 84.4

C1 concurrent 25 652 0.43 92101 2 90.1 521.5

C2 concurrent 25 608 0.44 133626 2 93 516.3

A1 asynchronous 1 947 0.1 101 194 7.8 37.2

A2 asynchronous 2 698 6.11 2430 299 49.6 222

A Editing Traces
Table  1 gives an overview of the editing traces used in
our evaluation (Section  4). All traces are freely available
for benchmarking collaborative text editing algorithms on
GitHub [22]. The traces represent the editing history of the
following documents:

Sequential Traces These traces have no concurrency.
They were recorded using an instrumented text edi-
tor that recorded keystroke-granularity editing events.
Trace S1 is the LaTeX source of a journal paper [30,34]
written by two authors who took turns. S2 is the text
of an 8,800-word, single-author blog post [23]. S3 is the
Typst source of this paper that you are currently read-
ing.

Concurrent Traces Trace C1 is two users in the same
document, writing a reflection on an episode of a TV
series they have just watched. C2 is two users collabo-
ratively reflecting on going to clown school together.
We recorded these real-time collaborations with key-
stroke granularity, and we added 1 sec (C1) or 0.5 sec
(C2) artificial latency between the collaborating users
to increase the incidence of concurrent operations.

Asynchronous Traces We reconstructed the editing trace
of some files in Git repositories. The event graph mir-
rors the branching/merging of Git commits. Since Git
does not record individual keystrokes, we generated
the minimal edit operations necessary to perform each
commit’s diff. Trace A1 is src/node.cc from the Git
repository for Node.js [4], and A2 is Makefile from the
Git repository for Git itself [5].

We recorded the sequential and concurrent traces ourselves,
collaborating with friends or colleagues. All contributors to
the traces have given their consent for their recorded key-
stroke data to be made publicly available and to be used for

benchmarking purposes. The asynchronous traces are de-
rived from public data on GitHub.

The recorded editing traces originally varied a great deal
in length. To allow easier comparison of measurements be-
tween traces, we have attempted to roughly standardise the
sizes of all editing traces to contain approximately 500k
inserted characters (with the exception of S3, which is ap-
proximately twice this size). We did this by duplicating the
shorter event graphs multiple times in our data files, with-
out introducing any concurrency (that is, all events from
one run of the trace happen either before or after all events
from another run). We repeat the original S1 and S2 traces 3
times, the original C1 and C2 traces 25 times, and the orig-
inal A2 trace twice. The statistics given in Table 1 are after
duplication.

B Proof of Correctness
We now demonstrate that Eg-walker is a correct collabora-
tive text algorithm by showing that it satisfies the strong
list specification proposed by Attiya et al. [8], a formal spec-
ification of collaborative text editing. Informally speaking,
this specification requires that replicas converge to the same
document state, that this state contains exactly those char-
acters that were inserted but not deleted, and that inserted
characters appear in the correct place relative to the charac-
ters that surrounded it at the time it was inserted. Assuming
network partitions are eventually repaired, this is a stronger
specification than strong eventual consistency [48], which is
a standard correctness criterion for CRDTs [24].

With a suitable algorithm for ordering concurrent inser-
tions at the same position, Eg-walker is also able to achieve
maximal non-interleaving [55], which is a further strength-
ening of the strong list specification. However, since that al-
gorithm is out of scope of this paper, we also leave the proof
of non-interleaving out of scope.
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B.1 Definitions
Let 𝖢𝗁𝖺𝗋 be the set of characters that can be inserted in
a document. Let 𝖮𝗉 = {𝐼𝑛𝑠𝑒𝑟𝑡(𝑖, 𝑐) | 𝑖 ∈ ℕ ∧ 𝑐 ∈ 𝖢𝗁𝖺𝗋} ∪
{𝐷𝑒𝑙𝑒𝑡𝑒(𝑖) | 𝑖 ∈ ℕ} be the set of possible operations. Let 𝖨𝖣
be the set of unique event identifiers, and let 𝖤𝗏𝗍 = 𝖨𝖣 ×
𝒫(𝖨𝖣) × 𝖮𝗉 be the set of possible events consisting of a
unique ID, a set of parent event IDs, and an operation. When
𝑒 ∈ 𝐺 and 𝑒 = (𝑖, 𝑝, 𝑜) we also use the notation 𝑒.𝑖𝑑 = 𝑖,
𝑒.𝑝𝑎𝑟𝑒𝑛𝑡𝑠 = 𝑝, and 𝑒.𝑜𝑝 = 𝑜.

Definition 1 :  An event graph 𝐺 ⊆ 𝖤𝗏𝗍 is valid if:
1. every event 𝑒 ∈ 𝐺 has an ID 𝑒.𝑖𝑑 that is unique in 𝐺;
2. for every event 𝑒 ∈ 𝐺, every parent ID 𝑝 ∈ 𝑒.𝑝𝑎𝑟𝑒𝑛𝑡𝑠

is the ID of some other event in 𝐺;
3. the graph is acyclic, i.e. there is no subset of events

{𝑒1, 𝑒2, …, 𝑒𝑛} ⊆ 𝐺 such that 𝑒1 is a parent of 𝑒2, 𝑒2
is a parent of 𝑒3, …, and 𝑒𝑛 is a parent of 𝑒1; and

4. for every event 𝑒 ∈ 𝐺, the index at which 𝑒.𝑜𝑝 inserts
or deletes is an index that exists (is not beyond the end
of the document) in the document version defined by
the parents 𝑒.𝑝𝑎𝑟𝑒𝑛𝑡𝑠.

Since event graphs grow monotonically and we never re-
move events, it is easy to ensure that the graph remains valid
whenever a new event is added to it.

Attiya et al. make a simplifying assumption that every in-
sertion operation has a unique character. We use a slightly
stronger version of the specification that avoids this as-
sumption. We also simplify the specification by using our
event graph definition instead of the original abstract ex-
ecution definition (containing message broadcast/receive
events and a visibility relation). These changes do not affect
the substance of the proof: each node of our event graph
corresponds to a do event in the original strong list spec-
ification, and the transitive closure of our event graph is
equivalent to the visibility relation.

Given an event graph 𝐺 we define a replay function
𝗋𝖾𝗉𝗅𝖺𝗒(𝐺) as introduced in Section  2.4, based on the Eg-
walker algorithm. It iterates over the events in 𝐺 in some
topologically sorted order, transforming the operation in
each event as described in Section 3, and then applying the
transformed operation to the document state resulting from
the operations applied so far (starting with the empty doc-
ument). In a real implementation, 𝗋𝖾𝗉𝗅𝖺𝗒 returns the final
document state as a concatenated sequence of characters.
For the sake of this proof, we define 𝗋𝖾𝗉𝗅𝖺𝗒 to instead return
a sequence of (𝑖𝑑, 𝑐) pairs, where 𝑖𝑑 is the unique ID of the
event that inserted the character 𝑐. This allows us to distin-
guish between different occurrences of the same character.
The text of the document can be recovered by simply ignor-
ing the 𝑖𝑑 of each pair and concatenating the characters.

We can now state our modified definition of the strong
list specification:

Definition 2 :  A collaborative text editing algorithm with
a replay function 𝗋𝖾𝗉𝗅𝖺𝗒(𝐺) satisfies the strong list specifi-
cation if for every valid event graph 𝐺 ⊂ 𝖤𝗏𝗍 there exists a
relation 𝑙𝑜 ⊂ 𝖨𝖣 × 𝖨𝖣 called the list order, such that:

1. For event 𝑒 ∈ 𝐺, let 𝐺𝑒 = {𝑒} ∪ 𝖤𝗏𝖾𝗇𝗍𝗌(𝑒.𝑝𝑎𝑟𝑒𝑛𝑡𝑠)
be the subset of 𝐺 consisting of 𝑒 and all events
that happened before 𝑒. Let 𝑑𝑜𝑐𝑒 = 𝗋𝖾𝗉𝗅𝖺𝗒(𝐺𝑒) =
⟨(𝑖𝑑0, 𝑐0), …, (𝑖𝑑𝑛−1, 𝑐𝑛−1)⟩ be the document state
immediately after locally generating 𝑒, where 𝑐𝑖 ∈
𝖢𝗁𝖺𝗋 and 𝑖𝑑𝑖 ∈ 𝖨𝖣. Then:

(a) 𝑑𝑜𝑐𝑒 contains exactly the elements that have
been inserted but not deleted in 𝐺𝑒:

(∃𝑖 ∈ [0, 𝑛 − 1] : 𝑑𝑜𝑐𝑒[𝑖] = (𝑖𝑑, 𝑐)) ⟺
(∃𝑎 ∈ 𝐺𝑒, 𝑗 ∈ ℕ : 𝑎.𝑖𝑑 = 𝑖𝑑 ∧ 𝑎.𝑜𝑝 = 𝐼𝑛𝑠𝑒𝑟𝑡(𝑗, 𝑐)) ∧

(∄𝑏 ∈ 𝐺𝑒, 𝑘 ∈ ℕ : 𝑏.𝑜𝑝 = 𝐷𝑒𝑙𝑒𝑡𝑒(𝑘) ∧
𝗋𝖾𝗉𝗅𝖺𝗒(𝖤𝗏𝖾𝗇𝗍𝗌(𝑏.𝑝𝑎𝑟𝑒𝑛𝑡𝑠))[𝑘] = (𝑖𝑑, 𝑐)).

(b) The order of the elements in 𝑑𝑜𝑐𝑒 is consistent
with the list order:

∀𝑖, 𝑗 ∈ [0, 𝑛 − 1] : 𝑖 < 𝑗 ⟹ (𝑖𝑑𝑖, 𝑖𝑑𝑗) ∈ 𝑙𝑜.

(c) Elements are inserted at the specified position:

∀𝑖, 𝑐 : 𝑒.𝑜𝑝 = 𝐼𝑛𝑠𝑒𝑟𝑡(𝑖, 𝑐) ⟹ 𝑑𝑜𝑐𝑒[𝑖] = (𝑒.𝑖𝑑, 𝑐)
2. The list order 𝑙𝑜 is transitive, irreflexive, and total, and

thus determines the order of all insert operations in
the event graph.

B.2 Proving Convergence
Lemma 3 : Let 𝑒 be an event in a valid event graph such that
𝑒.𝑜𝑝 = 𝐷𝑒𝑙𝑒𝑡𝑒(𝑖). In the internal state immediately before
applying 𝑒 (in which all events that happened before 𝑒 have
been advanced and all others have been retreated), either
the record that 𝑒 will update has 𝑠𝑝 = 𝙸𝚗𝚜, or it is part of
a placeholder (which behaves like a sequence of 𝑠𝑝 = 𝙸𝚗𝚜
records).

Proof :  If we had 𝑠𝑝 = 𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝, that would imply
that we retreated the insertion of the character deleted by
𝑒, which contradicts the fact that the insertion of a charac-
ter must happen before any deletion of the same character.
Furthermore, if we had 𝑠𝑝 = 𝙳𝚎𝚕 𝑘 for some 𝑘, that would
imply that an event that happened before 𝑒 already deleted
the same character, in which case it would not be possible to
generate 𝑒. This leaves 𝑠𝑝 = 𝙸𝚗𝚜 or placeholder as the only
options that do not result in a contradiction. □

Lemma 4 : Let 𝑆0 be some internal Eg-walker state, and let
𝑎 and 𝑏 be two concurrent events. Let 𝑆1 be the internal
state resulting from updating 𝑆0 with retreat and advance
calls so that the prepare version of 𝑆1 equals the parents of
𝑏. Let 𝑆2 be the internal state resulting from first replaying
𝑎 on top of 𝑆0, and then retreating and advancing so that
the prepare version of 𝑆2 equals the parents of 𝑏. Then the
only difference between 𝑆1 and 𝑆2 is in the record inserted
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or updated by 𝑎 (and possibly the split of a placeholder that
this record falls within); the rest of 𝑆1 and 𝑆2 is the same.

Proof :  Since 𝑆0 is produced by Eg-walker, it contains
records for all characters that have been inserted or deleted
by events since the last critical version prior to 𝑎 and 𝑏, it
contains placeholders for any characters inserted but not
deleted prior to that critical version, and it does not contain
anything for characters that were deleted prior to that crit-
ical version. By the definition of critical version, any event
𝑒 that is concurrent with 𝑎 or 𝑏 must be after the critical
version, and therefore the record that is updated by 𝑒 must
exist in 𝑆0.

𝑆1 has the same record sequence and the same 𝑠𝑒 in each
record as 𝑆0, since retreating and advancing do not change
those things. The 𝑠𝑝 values in 𝑆1 are set so that every
record inserted by an event concurrently with 𝑏 has 𝑠𝑝 =
𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝, every record whose insertion happened
before 𝑏 but which was not deleted before 𝑏 has 𝑠𝑝 = 𝙸𝚗𝚜,
and every record that was deleted by 𝑘 > 0 separate events
before 𝑏 has 𝑠𝑝 = 𝙳𝚎𝚕 𝑘. To achieve this it is sufficient to
consider events that happened after the last critical version.
Thus, the 𝑠𝑝 values in 𝑆1 do not depend on the 𝑠𝑝 values in
𝑆0, and they do not depend on any events that are concur-
rent with 𝑏.

Replaying 𝑎 on top of 𝑆0 involves first updating the 𝑠𝑝
values to set the prepare version to the parents of 𝑎 (which
may differ from the parents of 𝑏), and then applying 𝑎, which
either inserts or updates a record in the internal state, and
possibly splits a placeholder to accommodate this record. 𝑆2
is then produced by updating all of the 𝑠𝑝 values in the same
way as for 𝑆1. As these 𝑠𝑝 values depend only on 𝑏.𝑝𝑎𝑟𝑒𝑛𝑡𝑠
and not on 𝑎, 𝑆2 is identical to 𝑆1 except for the record in-
serted or updated by 𝑎. □

Lemma 5 : Let 𝑎 and 𝑏 be two concurrent events such that
𝑎.𝑜𝑝 = 𝐼𝑛𝑠𝑒𝑟𝑡(𝑖, 𝑐𝑖) and 𝑏.𝑜𝑝 = 𝐼𝑛𝑠𝑒𝑟𝑡(𝑗, 𝑐𝑗). If we start
with some internal state and document state and then replay
𝑎 followed by 𝑏, the resulting internal state and document
state are the same as if we had replayed 𝑏 followed by 𝑎.

Proof :  To replay 𝑎 followed by 𝑏, we first retreat/advance
so that the prepare state corresponds to 𝑎.𝑝𝑎𝑟𝑒𝑛𝑡𝑠, then ap-
ply 𝑎, then retreat 𝑎, then retreat/advance so that the pre-
pare state corresponds to 𝑏.𝑝𝑎𝑟𝑒𝑛𝑡𝑠, then apply 𝑏. Applying
𝑎 inserts a record into the internal state, and after retreat-
ing 𝑎 this record has 𝑠𝑝 = 𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝 and 𝑠𝑒 = 𝙸𝚗𝚜.
Since 𝑏 is concurrent to 𝑎, 𝑎 cannot be a critical version, and
therefore the internal state is not cleared after applying 𝑎.
When 𝑏 is applied, the presence of the record inserted by 𝑎
is the only difference between the internal state when ap-
plying 𝑏 after 𝑎 compared to applying 𝑏 without applying
𝑎 first (by Lemma 4). When determining the insertion posi-
tion in the internal state for 𝑏’s record based on 𝑏’s index 𝑗,

the record inserted by 𝑎 does not count since it has 𝑠𝑝 =
𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝. Therefore, 𝑏’s record is inserted into the
internal state at the same position relative to its neighbours,
regardless of whether 𝑎 has been applied previously. By sim-
ilar argument the same holds for 𝑎’s record.

As explained in Section 3.3, the internal state uses a CRDT
algorithm to place the records in the internal state in a con-
sistent order, regardless of the order in which the events are
applied. The details of that algorithm go beyond the scope
of this paper. The key property of that algorithm is that the
final sequence of internal state records is the same, regard-
less of whether we apply first 𝑎 and then 𝑏, or vice versa. For
example, if we first apply 𝑎 then 𝑏, and if the final position
of 𝑏’s record in the internal state is after 𝑎’s record, then the
CRDT algorithm has to skip over 𝑎’s record (and potentially
other, concurrently inserted records) when determining the
insertion position for 𝑏’s record. This process never needs to
skip over a placeholder, since placeholders represent char-
acters that were inserted before the last critical version. It
only ever needs to skip over records for insertions that are
concurrent with 𝑎 or 𝑏; by the definition of critical versions,
all such insertion events appear after the last critical version
(and hence after the last internal state clearing) in the topo-
logical sort, and therefore they are represented by explicit
internal state records, not placeholders.

Now we consider the document state. WLOG assume that
the record inserted by 𝑎 appears at an earlier position in the
internal state than the record inserted by 𝑏 (regardless of the
order of applying 𝑎 and 𝑏). Let 𝑖′ be the transformed index
of 𝑎.𝑜𝑝 when 𝑎 is applied first, and let 𝑗′ be the transformed
index of 𝑏.𝑜𝑝 when 𝑏 is applied first.

Say we replay 𝑎 before 𝑏. When computing the trans-
formed index for 𝑏, the internal state record for 𝑎 has 𝑠𝑝 =
𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝, and hence it is not counted when map-
ping 𝑏.𝑜𝑝’s index 𝑗 to 𝑏’s internal state record. However, 𝑎’s
record is counted when mapping 𝑏’s internal state record
back to an index, since 𝑎’s record has 𝑠𝑒 = 𝙸𝚗𝚜 and it ap-
pears before 𝑏’s record. Therefore the transformed index for
𝑏.𝑜𝑝 is 𝑗′ + 1 when applied after 𝑎. On the other hand, if we
replay 𝑏 before 𝑎, the record for 𝑏 appears after the record
for 𝑎 in the internal state, so the transformed index for 𝑎 is
𝑖′, unaffected by 𝑏. Thus, we have the situation as shown in
Figure 1, and the effect of the two insertions 𝑎 and 𝑏 on the
document state is the same regardless of their order. □

Lemma 6 : Let 𝑎 and 𝑏 be two concurrent events such that
𝑎.𝑜𝑝 = 𝐼𝑛𝑠𝑒𝑟𝑡(𝑖, 𝑐) and 𝑏.𝑜𝑝 = 𝐷𝑒𝑙𝑒𝑡𝑒(𝑗). If we start with
some internal state and document state and then replay 𝑎
followed by 𝑏, the resulting internal state and document
state are the same as if we had replayed 𝑏 followed by 𝑎.

Proof :  Since 𝑎 and 𝑏 are concurrent, the character being
deleted by 𝑏 cannot be the character inserted by 𝑎. We there-
fore only need to consider two cases: (1) the record inserted
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by 𝑎 has an earlier position in the internal state than the
record updated by 𝑏; or (2) vice versa.

Case (1): If we replay 𝑎 before 𝑏, we first apply 𝑎, then re-
treat 𝑎, then apply 𝑏 (and also retreat/advance other events
before applying, like in Lemma  5). Applying 𝑎 inserts a
record into the internal state, and after retreating 𝑎 this
record has 𝑠𝑝 = 𝙽𝚘𝚝𝙸𝚗𝚜𝚎𝚛𝚝𝚎𝚍𝚈𝚎𝚝 and 𝑠𝑒 = 𝙸𝚗𝚜. When
subsequently applying 𝑏 we update an internal state record
at a later position. The record inserted by 𝑎 is not counted
when mapping 𝑏’s index to an internal record, but it is
counted when mapping the internal record back to a trans-
formed index, resulting in 𝑏’s transformed index being one
greater than it would have been without earlier applying 𝑎
(by Lemma 4). On the other hand, if we replay 𝑏 before 𝑎,
the record updated by 𝑏 appears after 𝑎’s record in the in-
ternal state, so the transformation of 𝑎 is not affected by 𝑏.
The transformed operations therefore converge.

Case (2): If we replay 𝑏 before 𝑎, we first apply 𝑏, then re-
treat 𝑏, then apply 𝑎 (plus other retreats/advances). Apply-
ing 𝑏 updates an existing record in the internal state (possi-
bly splitting a placeholder in the process). Before applying
𝑏 this record must have 𝑠𝑝 = 𝙸𝚗𝚜 (by Lemma 3), and it can
have either 𝑠𝑒 = 𝙸𝚗𝚜 (in which case, the transformed oper-
ation for 𝑏 is 𝐷𝑒𝑙𝑒𝑡𝑒(𝑗′) for some transformed index 𝑗′) or
𝑠𝑒 = 𝙳𝚎𝚕 (in which case, 𝑏 is transformed into a no-op). Af-
ter applying and retreating 𝑏 this record has 𝑠𝑝 = 𝙸𝚗𝚜 and
𝑠𝑒 = 𝙳𝚎𝚕 in any case. We next apply 𝑎, which by assump-
tion inserts a record into the internal state at a later position
than 𝑏’s record. If we had 𝑠𝑒 = 𝙳𝚎𝚕 before applying 𝑏, the
process of applying and retreating 𝑏 did not change the in-
ternal state, so the transformed operation for 𝑎 is the same
as if 𝑏 had not been applied, which is consistent with the
fact that 𝑏 was transformed into a no-op. If we had 𝑠𝑒 = 𝙸𝚗𝚜
before applying 𝑏, 𝑏’s record is counted when mapping 𝑎’s
index to an internal record position, but not counted when
mapping the internal record back to a transformed index,
resulting in 𝑎’s transformed index being one less than it
would have been without earlier applying 𝑏 (by Lemma 4),
as required given that 𝑏 has deleted an earlier character. On
the other hand, if we replay 𝑎 before 𝑏, the record inserted
by 𝑎 appears after 𝑏’s record in the internal state, so the
transformation of 𝑏 is not affected by 𝑎, and the transformed
operations converge. □

Lemma 7 : Let 𝑎 and 𝑏 be two concurrent events such that
𝑎.𝑜𝑝 = 𝐷𝑒𝑙𝑒𝑡𝑒(𝑖) and 𝑏.𝑜𝑝 = 𝐷𝑒𝑙𝑒𝑡𝑒(𝑗). If we start with
some internal state and document state and then replay 𝑎
followed by 𝑏, the resulting internal state and document
state are the same as if we had replayed 𝑏 followed by 𝑎.

Proof :  WLOG we need to consider two cases: (1) the record
updated by 𝑎 has an earlier position in the internal state
than the record updated by 𝑏; or (2) 𝑎 and 𝑏 update the same

internal state record. The case where 𝑎’s record has a later
position than 𝑏’s record is symmetric to (1).

Case (1): We further consider two sub-cases: (1a)  the
record that 𝑎 will update has 𝑠𝑒 = 𝙸𝚗𝚜 prior to applying 𝑎;
or (1b) the record has 𝑠𝑒 = 𝙳𝚎𝚕.

Case (1a): Say we replay 𝑎 before 𝑏. Before applying
𝑎, the record that 𝑎 will update must have 𝑠𝑝 = 𝙸𝚗𝚜 (by
Lemma 3). After applying and retreating 𝑎, the record up-
dated by 𝑎 has 𝑠𝑝 = 𝙸𝚗𝚜 and 𝑠𝑒 = 𝙳𝚎𝚕, and the transformed
operation for 𝑎 is 𝐷𝑒𝑙𝑒𝑡𝑒(𝑖′) for some transformed index
𝑖′. We subsequently apply 𝑏, which by assumption updates
an internal state record that is later than 𝑎’s. 𝑎’s record is
therefore counted when mapping the index of 𝑏.𝑜𝑝 to an in-
ternal record position, but not counted when mapping the
internal record back to a transformed index. If 𝑎 had not
been replayed previously, it would have been counted dur-
ing both mappings (by Lemma 4). Thus, if the record up-
dated by 𝑏 has 𝑠𝑒 = 𝙸𝚗𝚜, the transformed operation for 𝑏
is 𝐷𝑒𝑙𝑒𝑡𝑒(𝑗′ − 1), where 𝑗′ is the transformed index of 𝑏’s
operation if 𝑎 had not been replayed previously, and 𝑗′ −
1 ≥ 𝑖′, as required. If 𝑏’s record previously has 𝑠𝑒 = 𝙳𝚎𝚕, it
is transformed into a no-op. On the other hand, if we replay
𝑏 before 𝑎, the record updated by 𝑏 appears later than 𝑎’s
record in the internal state, so the transformation of 𝑎 is not
affected by 𝑏.

Case (1b): Say we replay 𝑎 before 𝑏. Before applying 𝑎, the
record that 𝑎 will update must have 𝑠𝑝 = 𝙸𝚗𝚜 (by Lemma 3),
and 𝑠𝑒 = 𝙳𝚎𝚕 by assumption. After applying and retreating
𝑎, the record updated by 𝑎 remains in the same state (𝑠𝑝 =
𝙸𝚗𝚜, 𝑠𝑒 = 𝙳𝚎𝚕), and the transformed operation for 𝑎 is a
no-op. When we subsequently apply 𝑏, the transformed op-
eration is therefore the same as if 𝑎 had not been applied,
as required. On the other hand, if we replay 𝑏 before 𝑎, the
record updated by 𝑏 appears later than 𝑎’s record in the in-
ternal state, so the transformation of 𝑎 is not affected by 𝑏.

Case (2): Before replaying both of the events, the record
that both events update may have 𝑠𝑒 = 𝙸𝚗𝚜 or 𝑠𝑒 = 𝙳𝚎𝚕,
but after applying the first event it definitely has 𝑠𝑒 = 𝙳𝚎𝚕.
The second event will therefore be transformed into a no-op.
The same happens regardless of whether 𝑎 or 𝑏 is replayed
first, so the result does not depend on the order of replay of
the two events. □

Lemma 8 : Given a valid event graph 𝐺, 𝗋𝖾𝗉𝗅𝖺𝗒(𝐺) is a de-
terministic function. In other words, any two replicas that
have the same event graph converge to the same document
state and the same internal state.

Proof :  The algorithms to transform an operation and to ap-
ply a transformed operation to the document state are by
definition deterministic. This leaves as the only source of
nondeterminism the choice of topologically sorted order (𝐺
is valid and hence acyclic, thus at least one such order ex-
ists, but there may be several topologically sorted orders if
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𝐺 contains concurrent events). We show that all sort orders
result in the same final document state.

Let 𝐸 = ⟨𝑒1, 𝑒2, …, 𝑒𝑛⟩ and 𝐸′ = ⟨𝑒′
1, 𝑒′

2, …, 𝑒′
𝑛⟩ be two

topological sort orders of 𝐺 = {𝑒1, 𝑒2, …, 𝑒𝑛}. Then 𝐸′

must be a permutation of 𝐸. Both sequences are in some
causal order, that is: if 𝑒𝑖 → 𝑒𝑗 (𝑒𝑖 happens before 𝑒𝑗, as de-
fined in Section 2.2), then 𝑒𝑖 must appear before 𝑒𝑗 in both
𝐸 and 𝐸′. If 𝑒𝑖 ∥ 𝑒𝑗 (they are concurrent), the events could
appear in either order. Therefore, it is possible to transform
𝐸 into 𝐸′ by repeatedly swapping two concurrent events
that are adjacent in the sequence. We show that at each such
swap we maintain the invariant that the document state and
the internal state resulting from replaying the events in the
order before the swap are equal to the states resulting from
replaying the events in the order after the swap. Therefore,
the document state and the internal state resulting from re-
playing 𝐸 are equal to those resulting from 𝐸′.

Let ⟨𝑒1, 𝑒2, …, 𝑒𝑖, 𝑒𝑖+1, …, 𝑒𝑛⟩ be the sequence of events
prior to one of these swaps, and 𝑒𝑖, 𝑒𝑖+1 are the events to be
swapped. Replaying the events in the prefix ⟨𝑒1, 𝑒2, …, 𝑒𝑖−1⟩
is a deterministic algorithm resulting in some document
state and some internal state. Next, we replay either 𝑒𝑖 fol-
lowed by 𝑒𝑖+1, or 𝑒𝑖+1 followed by 𝑒𝑖. Since 𝑒𝑖 and 𝑒𝑖+1 are
concurrent, it is not possible for only one of the two to be
contained in a critical version, and therefore no state clear-
ing will take place between applying these two events. If 𝑒𝑖
and 𝑒𝑖+1 are both insertions, the resulting states in either
order are the same by Lemma 5. If one of 𝑒𝑖 and 𝑒𝑖+1 is an
insertion and the other is a deletion, we use Lemma 6. If
both 𝑒𝑖 and 𝑒𝑖+1 are deletions, we use Lemma 7. Finally, re-
playing the suffix ⟨𝑒𝑖+2, …, 𝑒𝑛⟩ is a deterministic algorithm.
This shows that concurrent operations commute. □

B.3 Satisfying the Strong List Specification
Lemma 9 :  Let 𝐺 be a valid event graph, let 𝑑𝑜𝑐 =
𝗋𝖾𝗉𝗅𝖺𝗒(𝐺) be the document state resulting from replaying
𝐺, and let 𝑆 be the internal state after replaying 𝐺. Then the
𝑖th element in 𝑑𝑜𝑐 corresponds to the 𝑖th record with 𝑠𝑒 =
𝙸𝚗𝚜 in the internal state (counting placeholders as having
𝑠𝑒 = 𝙸𝚗𝚜, and not counting records with 𝑠𝑒 = 𝙳𝚎𝚕). More-
over, the set of elements in 𝑑𝑜𝑐 is exactly the elements that
have been inserted but not deleted in 𝐺:

(∃𝑖 ∈ [0, 𝑛 − 1] : 𝑑𝑜𝑐[𝑖] = (𝑖𝑑, 𝑐)) ⟺
(∃𝑎 ∈ 𝐺, 𝑖 ∈ ℕ : 𝑎.𝑖𝑑 = 𝑖𝑑 ∧ 𝑎.𝑜𝑝 = 𝐼𝑛𝑠𝑒𝑟𝑡(𝑖, 𝑐)) ∧

(∄𝑏 ∈ 𝐺, 𝑖 ∈ ℕ : 𝑏.𝑜𝑝 = 𝐷𝑒𝑙𝑒𝑡𝑒(𝑖) ∧
𝗋𝖾𝗉𝗅𝖺𝗒(𝖤𝗏𝖾𝗇𝗍𝗌(𝑏.𝑝𝑎𝑟𝑒𝑛𝑡𝑠))[𝑖] = (𝑖𝑑, 𝑐)).

Proof :  Let 𝐸 = ⟨𝑒1, 𝑒2, …, 𝑒𝑛⟩ be some topological sort of
𝐺, and assume that we replay 𝐺 in this order. By Lemma 8
it does not matter which of the possible orders we choose.
We then prove the thesis by induction over 𝑛, the number
of events in 𝐺. The base case is trivial: 𝐺 = {}, 𝑑𝑜𝑐 = ⟨⟩, so

there are no events, no records in the internal state, and no
elements in the document state.

Inductive step: Let 𝐸𝑘 = ⟨𝑒1, 𝑒2, …, 𝑒𝑘⟩ with 𝑘 < 𝑛 be a
prefix of 𝐸. Since the set of events in 𝐸𝑘 also forms a
valid event graph, we can assume the inductive hypothesis,
namely that replaying 𝐸𝑘 results in a document correspond-
ing to the records with 𝑠𝑒 = 𝙸𝚗𝚜 in the resulting internal
state, and the document contains exactly those elements
that have been inserted but not deleted by an operation in
𝐸𝑘. We now add 𝑒𝑘+1, the next event in the sequence 𝐸, to
the replay. We do this by transforming 𝑒𝑘+1 using the inter-
nal state obtained by replaying 𝐸𝑘, and applying the trans-
formed operation to the document state from 𝐸𝑘. We need
to show that the invariant is still preserved in the follow-
ing two cases: either (1) 𝑒𝑘+1.𝑜𝑝 = 𝐼𝑛𝑠𝑒𝑟𝑡(𝑗, 𝑐) for some 𝑗,
𝑐, or (2) 𝑒𝑘+1.𝑜𝑝 = 𝐷𝑒𝑙𝑒𝑡𝑒(𝑗) for some 𝑗. We also have to
consider the case where the internal state is cleared, but we
begin with the case where no state clearing occurs.

Case (1): The set of elements that have been inserted
but not deleted grows by (𝑒𝑘+1.𝑖𝑑, 𝑐) and otherwise stays
unchanged. The transformation of an insertion opera-
tion is always another insertion operation. The document
state is therefore updated by inserting the same element
(𝑒𝑘+1.𝑖𝑑, 𝑐), and otherwise remains unchanged. Moreover,
the transformed index of that insertion is computed by
counting the number of internal state records with 𝑠𝑒 = 𝙸𝚗𝚜
that appear before the new record in the internal state, and
the new record also has 𝑠𝑒 = 𝙸𝚗𝚜, and the 𝑠𝑒 property of
no other record is updated, so the correspondence between
internal state records and document state is preserved.

Case (2): The element being deleted is at index 𝑗 in
the document at the time 𝑒𝑘+1 was generated, which is
𝗋𝖾𝗉𝗅𝖺𝗒(𝖤𝗏𝖾𝗇𝗍𝗌(𝑒𝑘+1.𝑝𝑎𝑟𝑒𝑛𝑡𝑠)). We compute this element
by retreating and advancing events until the prepare ver-
sion equals 𝑒𝑘+1.𝑝𝑎𝑟𝑒𝑛𝑡𝑠, and then finding the 𝑗th (zero-
indexed) record in the internal state that has 𝑠𝑝 = 𝙸𝚗𝚜. The
records with 𝑠𝑝 = 𝙸𝚗𝚜 are those that have been inserted
but not deleted in events that happened before 𝑒𝑘+1, and
therefore the 𝑗th such record is the record corresponding
to 𝗋𝖾𝗉𝗅𝖺𝗒(𝖤𝗏𝖾𝗇𝗍𝗌(𝑒𝑘+1.𝑝𝑎𝑟𝑒𝑛𝑡𝑠))[𝑗]. Before applying 𝑒𝑘+1,
this record may have either 𝑠𝑒 = 𝙸𝚗𝚜 or 𝑠𝑒 = 𝙳𝚎𝚕. If 𝑠𝑒 =
𝙸𝚗𝚜, we update it to 𝑠𝑒 = 𝙳𝚎𝚕, and transform 𝑒𝑘+1 into a
deletion whose index is the number of 𝑠𝑒 = 𝙸𝚗𝚜 to the left of
the target record in the internal state; by the inductive hy-
pothesis, this is the correct document element to be deleted.
If 𝑠𝑒 = 𝙳𝚎𝚕 before applying 𝑒𝑘+1, that event is transformed
into a no-op, since another operation in 𝐸𝑘 has already
deleted the element in question from the document state. In
either case, we preserve the invariants of the induction.

If 𝑒𝑘+1 is a critical version, we clear the internal state and
replace it with a placeholder. By the definition of critical
version, every event in 𝐸𝑘 and 𝑒𝑘+1 happened before every
event in the rest of 𝐸. Therefore, after retreating and ad-
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vancing any event after 𝑒𝑘+1, any internal state record with
𝑠𝑒 = 𝙳𝚎𝚕 will also have 𝑠𝑝 = 𝙳𝚎𝚕 𝑘 for some 𝑘 > 0, and any
internal state record with 𝑠𝑒 = 𝙸𝚗𝚜 will also have 𝑠𝑝 = 𝙸𝚗𝚜
unless it is deleted by an event after 𝑒𝑘+1. Since an internal
state with 𝑠𝑒 = 𝙳𝚎𝚕 can never move to state 𝑠𝑒 = 𝙸𝚗𝚜, this
means that any records with 𝑠𝑒 = 𝙳𝚎𝚕 as of the critical ver-
sion can be discarded, since they will never again be needed
for transforming the index of an operation after 𝑒𝑘+1. More-
over, since all of the remaining records have 𝑠𝑒 = 𝑠𝑝 = 𝙸𝚗𝚜
as of the critical version, and since the replay of the remain-
ing events in 𝐸 will never need to advance or retreat an
event prior to the critical version, all of the records in the in-
ternal state can all be replaced by a single placeholder while
still preserving the invariants of the induction. □

Theorem 10 : The Eg-walker algorithm satisfies the strong
list specification (Definition 2).

Proof :  Given a valid event graph 𝐺, let 𝗋𝖾𝗉𝗅𝖺𝗒(𝐺) be the re-
play function based on Eg-walker, as introduced earlier. We
must show that there exists a list order 𝑙𝑜 ⊂ 𝖨𝖣 × 𝖨𝖣 that
satisfies the conditions given in Definition 2. We claim that
this list order corresponds exactly to the sequence of records
and placeholders in the internal state after replaying the en-
tire event graph 𝐺. By Lemma 8, this internal state exists
and is unique. This correspondence is more apparent if we
assume a variant of Eg-walker that does not clear the inter-
nal state on critical versions, but we also claim that perform-
ing the optimisations in Section 3.5 preserves this property.

To begin, note that the internal state is a totally ordered
sequence of records, and that (aside from clearing the inter-
nal state) we only ever modify this sequence by inserting
records or by updating the 𝑠𝑝 and 𝑠𝑒 properties of existing
records. Thus, if a record with ID 𝑖𝑑𝑖 appears before a record
with ID 𝑖𝑑𝑗 at some point in the replay, the order of those
IDs remains unchanged for the rest of the replay. We define
the list order 𝑙𝑜 to be the ordering relation among IDs in the
internal state after replaying 𝐺 using a Eg-walker variant
that does not clear the internal state. This order exists, is
unique (Lemma 8), and is by definition transitive, irreflexive,
and total, so it meets requirement (2) of Definition 2.

Let 𝑒 ∈ 𝐺 be any event in the graph, and let 𝐺𝑒 = {𝑒} ∪
𝖤𝗏𝖾𝗇𝗍𝗌(𝑒.𝑝𝑎𝑟𝑒𝑛𝑡𝑠) be the subset of 𝐺 consisting of 𝑒 and
all events that happened before 𝑒. Note that 𝐺𝑒 satisfies the
conditions in Definition 1, so it is also valid. Let 𝑑𝑜𝑐𝑒 =
𝗋𝖾𝗉𝗅𝖺𝗒(𝐺𝑒) = ⟨(𝑖𝑑0, 𝑐0), …, (𝑖𝑑𝑛−1, 𝑐𝑛−1)⟩ be the document
state immediately after locally generating 𝑒. Since 𝗋𝖾𝗉𝗅𝖺𝗒 is
deterministic (Lemma 8), 𝑑𝑜𝑐𝑒 exists and is unique.

By Lemma 9, 𝑑𝑜𝑐𝑒 contains exactly the elements that have
been inserted but not deleted in 𝐺𝑒, which is requirement
(1a) of Definition 2. Also by Lemma 9, the 𝑖th element in
𝑑𝑜𝑐𝑒 corresponds to the 𝑖th record with 𝑠𝑒 = 𝙸𝚗𝚜 in the
internal state obtained by replaying 𝐺𝑒. Since any pair of
IDs that are ordered by the internal state derived from 𝐺𝑒

retain the same ordering in the internal state derived from
𝐺, we know that the ordering of elements in 𝑑𝑜𝑐𝑒 is con-
sistent with the list order 𝑙𝑜, satisfying requirement (1b) of
Definition 2.

Finally, to demonstrate requirement (1c) of Definition 2
we assume that 𝑒.𝑜𝑝 = 𝐼𝑛𝑠𝑒𝑟𝑡(𝑖, 𝑐), and we need to show
that 𝑑𝑜𝑐𝑒[𝑖] = (𝑒.𝑖𝑑, 𝑐). Since 𝐺𝑒 contains only 𝑒 and events
that happened before 𝑒, but no events concurrent with 𝑒,
we know that immediately before applying 𝑒, every record
in the internal state will have 𝑠𝑝 = 𝙸𝚗𝚜 if and only if it has
𝑠𝑒 = 𝙸𝚗𝚜 (because there are no events that are reflected in
the effect version but not in the prepare version 𝑒.𝑝𝑎𝑟𝑒𝑛𝑡𝑠).
Therefore, the set of records that are counted while map-
ping the original insertion index 𝑖 to an internal state record
equals the set of records that are counted while mapping
the internal record back to a transformed index. Thus, the
transformed index of the insertion is also 𝑖, and therefore
the new element is inserted at index 𝑖 of the document as
required. This completes the proof that Eg-walker satisfies
the strong list specification. □
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